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ABSTRACT
Dynamic Random-Access Memory forms the backbone of modern
memory systems. However, a critical security vulnerability known
as RowHammer threatens the integrity of this cornerstone technol-
ogy. As DRAM advancements progress, the RowHammer problem
worsens due to a concerning trend: the threshold for triggering a bit
flip is steadily decreasing. While numerous solutions have been pro-
posed to mitigate RowHammer over the past decade, however these
solutions primarily excel at addressing traditional RowHammer
scenarios. More complex variations, such as many-sided RowHam-
mer can circumvent existing defenses and compromise the security
of main memory. To address this gap, we propose SMS, a solution
specifically designed to tackle many-sided RowHammer while also
mitigating classic RowHammer. Our model demonstrates notable
performance and energy efficiency, with only 3.22% performance
overhead and 8.83% DRAM energy overhead, as evidenced by our
evaluation on the Spec2017, PARSEC, and LIGRA benchmark suites.
In contrast, the current state-of-the-art solution (Hydra+AQUA)
incurs a much higher slowdown of 15.61% and a DRAM energy
overhead of 32.36%.
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1 INTRODUCTION
Contemporary computing systems place an ever-growing demand
on high-capacity primary memory, with Dynamic Random-Access
Memory (DRAM) serving as the foundational cornerstone of these
modern memory architectures. As our computing technology con-
tinues to advance, the capacity of DRAMs experiences a consistent
expansion. This expansion necessitates the shrinking and tighter ar-
rangement of DRAM cells, resulting in the emergence of challenges
related to inter-cell interference and disturbance errors.

One such vulnerability is known as RowHammer (RH) [12].When
a specific row is frequently activated, it can induce bit-flips in the
neighboring rows. The repeatedly activated row is aptly termed
the aggressor while the adversely impacted adjacent rows are re-
ferred as victim rows. The number of activations required to cause
bit flips in adjacent rows is called RowHammer threshold (T𝑅𝐻 ).
Unfortunately the RH threshold has seen a significant decrease
with newer generations of DRAM, elevating the seriousness of RH
as a security threat. Figure 1 illustrates the pronounced decline in
the RH threshold since its initial demonstration in older DRAM
generations. Following the trend, we can anticipate RH threshold
dropping to just a few of hundred for current and future DRAMs.

Moreover, based on the location of aggressors and the specific
hammering patterns, more severe variants of RH like many-sided

hammer have emerged and they can bypass conventional mitiga-
tion techniques designed for classic RowHammer [6, 9, 14]. While
numerous solutions effectively address classic RH, many-sided RH
poses a severe threat [5, 6] and remains capable of eluding tradi-
tional mitigation methods. Therefore, finding an efficient solution
for this formidable variant of RH is essential [6, 19]. Although re-
cent literature [29, 32] suggest lowering the thresholds of classic
RH solutions will guard DRAM with many-sided hammer, however
this invariably results in a notable drop in system performance.
Our research aims to overcome these limitations and to provide an
efficient solution to many-sided RH. Our major contributions are
as follows:
(1) Proposing SMS, an efficient solution to address many-sided
hammering while mitigating classic RH.
(2) Demonstrating through experiments that existing classic RH
solutions are unsuitable for addressing many-sided RowHammer.

Driven by the observed decrease in RowHammer threshold over
the past decade, in this paper, we search for a solution at an ul-
tra low threshold of 250. We conducted evaluations of our model
using SPEC CPU 17, PARSEC, and LIGRA benchmark suites. In
comparison to current and previous state-of-the-art solutions, the
HYDRA tracker [21] combined with the AQUA mitigator [23], and
the Graphene tracker [20] paired with the RRS mitigator [22], SMS
consistently outperforms them. Notably, SMS successfully addresses
many-sided hammer attacks even at ultra-low thresholds (250 ac-
tivations), exhibiting only 3.22% performance overhead and 8.83%
increase in DRAM energy consumption.

The paper is organized as follows: Section 2 provides an overview
of the threat model, the basics of DRAM organization, the types and
severity of RowHammer attacks, an introduction to current and
previous state-of-the-art solutions, and the motivation for the pro-
posed work. Section 3 offers a detailed explanation of the various
structures required in our model and how our model operates. Sec-
tion 4 covers the evaluation of SMS, including experimental details,
results, overhead analysis, sensitivity test, and storage overhead
analysis. Section 5 demonstrates security analysis and discusses
potential areas for improvement in the proposed model. Section 6
and Section 7 provide related work and conclusion respectively.

2 BACKGROUND & MOTIVATION
2.1 Threat Model
Our threat model assumes an attacker with user-level privileges
on a system using DRAM as main memory. The attacker aims to
launch untargeted many-sided or classic RowHammer attacks. For
a successful attack, the attacker needs frequent access to specific
DRAM addresses (achieved by evicting data from cache) and the
ability to determine the physical locations of adjacent rows within
a row group (through reverse engineering DRAM mapping). In



Trovato and Tobin, et al.

Figure 1: The graph illustrates the declining trend of the
RowHammer threshold over the past decade.

Table 1: Average group access count (mean number of acti-
vations occurring within each 64ms) and MPKI of SPEC-17
workloads

Workloads LLC
MPKI

Groups
ACT-
400+

Groups
ACT-
1600+

Groups
ACT-
3200+

perlbench 0.430 0 0 0
gcc 24.354 1960 263.333 0
namd 0.828 330.66 7.64 0
bwaves 11.103 6208.857 746.428 0
mcf 23.790 1396.5 1010.5 297.5

cactuBSSN 3.487 2181 1035.25 0
lbm 40.583 38268 16875.5 0

omnetop 10.683 511.5 112 7
wrf 1.531 719 392 0

xalancbmk 7.323 2612 558.5 37.5
x264 0.714 260.6 119.8 0.6
cam4 0.878 272.5 59.75 0
pop2 3.531 1799 1119 121

deepsjeng 0.417 0 0 0
imagick 0.119 130.66 4 0
leela 0.099 88.5 31.5 0
nab 0.659 216 61.2 25.4

exchange2 0.001 0 0 0
fotonik3d 10.398 5551.2 1044.8 0.6
roms 5.709 3308 1173.6 252
xz 0.884 302.5 66.75 0

aster 2.068 517.5 108.5 11
Average 6.800 3028.817 1126.820 34.209

many-sided RowHammer, the attacker’s goal is to manipulate ac-
cess patterns such that the combined access count of a row group
surpasses a threshold within 64 milliseconds. Classic RowHammer
focuses on hammering a single row beyond its threshold (T𝑅𝐻 )
within the same time-frame. A successful attack is defined by at
least one bit flip occurring in the victim row.

2.2 DRAM Organization
Modern DRAM operates hierarchically, with channels at the top.
Memory controllers access these channels in parallel. Dual in-line
memory modules (DIMMs) contain multiple DRAM chips, each typ-
ically having two ranks. Each rank contains multiple banks, further
divided into subarrays. These subarrays consist of rows connected
to a local row buffer. A DRAM bank resembles a 2D array of DRAM
cells, where cells are connected horizontally via a wordline, and
vertically to a local row buffer via bitlines. Figure 2 illustrates basic
organisation of a DRAM. Each DRAM cell comprises one transis-
tor and one storage capacitor, where data is stored as charge in
these capacitors. Initially, rows are in a closed (precharged) state.
To serve read or write requests, the corresponding row must be
opened, known as Row Activation. Before activating a row, the
previously opened row must be precharged to half V𝐷𝐷 . When a
row is accessed, the corresponding wordline is enabled, and charge
from capacitors flows into the bitline, either charging it to V𝐷𝐷

or discharging it to zero. In both cases, the sense amplifier am-
plifies the voltage change and drives the bitline to either zero or
V𝐷𝐷 . Repeatedly accessing the same row is a row hit, resulting in
low latency. Accessing a different row is a row miss, requiring the
disabling of the currently enabled wordline and precharging the
bitlines to half V𝐷𝐷 before activating another row. Consecutive
accesses to an already opened row, without closing it, are row hits
and are faster. Accessing a different row in the same bank leads
to a row miss, incurring additional time. In addition to read and
write operations, DRAM requires periodic row refreshes [2, 28] to
maintain data integrity . Due to the leaky nature of DRAM cells,
the charge stored in the capacitors gradually dissipates over time,
necessitating periodic refreshes to retain the charge and ensure
data is not lost.

2.3 Classic & Many-sided RowHammer
Frequent access to a single row in DRAM within a short time frame
can result in bit flips in neighboring rows. This phenomenon is
referred to as RH. The extent of bit flips depends on the physical
location of the aggressor row and the specific hammering pattern,
which in turn determines the RH threshold and the severity of the
RH threat. Figure 3 illustrates various hammering patterns:

• Figure 3 (i) depicts the classic RH scenario, where a red-
colored row serves as the aggressor, causing bit flips in the
adjacent blue-colored victim rows. In the case of single-
sided hammering, there is a single aggressor responsible
for inducing bit flips in its immediate neighboring rows.

• Figure 3 (ii) illustrates double-sided hammering, with ag-
gressors and victims arranged in a sandwich-like configu-
ration. Notably, the middle victim row, colored in dark blue,
is particularly susceptible to bit flips as it is affected by two
aggressors.

• Figure 3 (iii) showcases a highly dangerous variant of RH
known as many-sided hammer. The diagram illustrates
the case of four-sided hammering. This pattern, featuring
four aggressor rows located alternately, leads to signifi-
cant higher bit flips, particularly in the dark blue rows. In
such hammering patterns, the threshold for having bit flips
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Figure 2: DRAM organization

becomes significantly lower compared to the classic RH
threshold, rendering these attacks more threatening [6].

2.4 State-of-the-art RH Detector & Mitigator
Hydra [21] stands as the state-of-the-art solution for detecting RH
attacks. Hydra framework introduces a comprehensive approach
that utilizes both SRAM and DRAM-based structures to monitor
aggressor rows effectively. In the initial stages of tracking, Hydra
focuses on monitoring the access count of groups of rows. If access
counts to these groups crosses a predefined threshold, Hydra starts
tracking accesses at row level. To facilitate this tracking process,
Hydra incorporates two key components. First, it maintains a Group
Count Table (GCT), located in SRAM within the memory controller.
This table serves as a repository for access counts associated with
groups of rows. Second, Hydra utilizes a Row Count Table (RCT),
stored in DRAM, to keep a detailed record of access counts at the
individual row level. Hydra employs a Row Count Cache (RCC),
strategically positioned within the memory controller. This cache
helps minimize access latency for RCT and optimize the overall
efficiency of the row-wise access tracking process.

Aqua [23], the state-of-the-art RH mitigator, employs a strategy
to isolate aggressor rows in a designated Quarantine Row Area
(QRA). When an aggressor row is identified by the Aggressor Row
Tracker, the memory controller copies it to an available location
in QRA. Aqua manages row mappings using two tables namely,
Forward Pointer Table (FPT) and Reverse Pointer Table (RPT).When
an access request reaches the DRAM, the memory controller checks
the Forward Pointer Table. If a mapping is found, indicating the row
is in the quarantine area, the request is redirected there. Otherwise,
it proceeds with the activation command as usual. This proactive
approach ensures effective isolation and management of aggressor
rows to prevent RH.

2.5 Graphene and Randomised-Row-Swap
Before the emergence of Hydra and Aqua, Graphene [20] and Ran-
domized Row Swap (RRS) [22] were considered state-of-the-art
solutions for tracking and mitigating RowHammer respectively.
Graphene operates as a tracker utilizing the Misra-Gries algorithm
[18], which efficiently identifies frequently occurring items within

a stream of data (See Appendix A). Graphene was effective for
RowHammer thresholds of around 50K activations (typical for older
DRAM versions). However, as modern and future DRAMs exhibit
thresholds as low as 500 activations or even fewer, Graphene be-
comes impractical due to its high Content Addressable Memory
(CAM) overhead.

On the other hand, Randomized Row Swap serves as a mitigator
by employing aggressive row migration. It swaps the aggressor
row with another row in DRAM randomly. However, due to the
possibility of inadvertently rediscovering previously attacked rows
through random chance (as highlighted by the birthday paradox),
RRS must maintain a significantly lower swapping threshold than
the actual RowHammer threshold. RRS suggests using one-sixth of
the RH threshold as the row-swapping threshold. For recent and
future DRAMs, where RH threshold is as low as a few hundred,
the row-swapping threshold for RRS becomes a few tens, resulting
in RRS continuously swapping rows after only a few activations.
So, RRS is impractical and inefficient for newer DRAMs for classic
RowHammer. To track many-sided hammer, when per row thresh-
old becomes significantly lower than classic RH then Thesemethods
become even more inefficient and difficult to adapt.

2.6 Motivation
The growing threat of RowHammer attacks has spurred the devel-
opment of numerous mitigation strategies over time. As discussed
in Section 2.4, Hydra is an RH detector and Aqua serves as a robust
RH mitigator. Together, Hydra and AQUA represent cutting-edge
solution for RH. However, it is important to note that these solutions
excel primarily in addressing classic RH. The challenges posed by
more complex variant many-sided RH lack solutions. many-sided
RowHammer can bypass the traditional RH solutions because the
frequent activation of numerous nearby rows results in cumulative
electrical interference. This cumulative effect can potentially induce
bit flips, even if individual rows haven’t surpassed the RH threshold.
Although some works [5, 6, 9] emphasize the substantial severity of
many-sided hammering and its capability to circumvent traditional
classic RH solutions, it is noteworthy that there is a clear absence of
a dedicated solution to address many-sided hammering [19]. Cur-
rent RowHammer mitigation techniques optimized for classic RH
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Figure 3: Hammering patterns. Aggressor: red, major victim: dark blue, minor victim: light blue

thresholds are ineffective against Many-sided RowHammer attacks,
and simply lowering their thresholds to address Many-sided attacks
comes at a significant efficiency cost.

Our research specifically targets the security threat posed by
many-sided RowHammer. Our goal is to develop an efficient solu-
tion that mitigates many-sided RowHammer attacks with minimal
performance and area overhead.

3 PROPOSEDWORK
3.1 SMS: Overview and Organization
We propose SMS, a comprehensive model for monitoring and miti-
gating both the multi-sided hammering and the classic RH vulnera-
bility. Initially, our work focuses on tracking accesses to groups of
rows, providing essential insights into addressing the multi-sided
RH issue. However, beyond a specified threshold, it refines its track-
ing approach to the granularity of individual rows, enabling the de-
tection and mitigation of the classic RH as well. In our methodology,
we group 16 rows together within a single cluster. As demonstrated
in the work by Kim et al.[11], a row subject to hammering can
impact up to the sixth row in proximity. To accommodate newer
generation DRAM with exceptionally low RH thresholds, we ex-
tend our tracking range up to a distance of 8 rows. We have set an
aggregate group threshold (denoted as T𝐴) at 250. When the access
count for a group reaches T𝐴 , we commence row-level monitoring
to identify the single-sided RH. Setting T𝐴 at 250 is safe to detect
classic RH at ultra-low T𝑅𝐻 of 250. Even at the row-level tracking
stage, we maintain our vigilance over the total accesses directed
towards a row group, ensuring the detection of the many-sided
hammering phenomenon. Our threshold for detecting the many-
sided hammer is set at 3200, calculated as the product of the group
size and aggressor’s threshold (T𝑀 = 16×200).

The idea of setting the threshold at 200 accesses per row in
many-sided RH (i.e. 80% of the classic RH threshold) is driven by
the notably lower threshold of aggressors in multi-sided RH [6].
Since Graphene+RRS and Hydra+AQUA do not handle many-sided
hammer separately, RH threshold for these model is considered 200.
Upon detection of a row reaching to T𝑅 , we initiate mitigation by
calling Target Row Refresh (TRR) [6] for victim rows. Addition-
ally, if the access count for a group reaches to many-sided hammer

threshold T𝑀 , we blacklist the group for a refresh period, effec-
tively preventing multi-sided hammering within that group. This
proactive approach safeguards DRAM against the multi-sided RH
threat.

3.2 Structures
Group Count Table (GCT): Tracking accesses at the group level
to track classic RH is straightforward, as demonstrated in the Hydra
tracker. However, the major challenge lies in efficiently monitoring
the activation count of rows when tracking a many-sided hammer-
ing pattern. In many-sided hammering, the aggressor rows can
originate from various locations within a set of rows. To address
this, we propose a method for tracking the access count of groups
of rows in a manner that guarantees to detect many-sided ham-
mering, even when it involves aggressor rows from two adjacent
groups. As mentioned earlier, we are organizing 16 rows within
each row group while meticulously monitoring accesses to these
groups. The core concept is to ensure that the next group does not
commence where the previous one concludes. This is essential to
avoid overlooking the scenario where certain rows belong to one
group while others belong to another. This way, we are using a
sliding window with an overlap of half the window size. Figure 5
illustrates our model’s proposed row grouping scheme. Specifically,
rows 1 to 16 form group 1, while group 2 spans from row 8 to row
24. Moving forward, group 3 encompasses row 16 through 32, and
so forth. By adopting this approach, we are diligently keeping tabs
on all groups that could potentially trigger the many-sided RH. In
our model, we employ an SRAM-based group count table in the
memory controller, which is similar to Hydra. Each entry stores
the aggregated access count of a group.
Row Count Cache & Row Count Table: These components are
designed to monitor classic RowHammer. The Row Count Table
(RCT) and Row Count Cache (RCC) become active when the access
count exceeds the aggregated threshold, shifting tracking from the
group level to the row level. The RCT, located in DRAM, stores the
access count for each individual row and functions as an untagged
table with one entry per row. Since accessing the RCT in DRAM
frequently can cause significant slowdown, the RCC serves as a
set-associative cache for the Row Count Table, reducing access
latency.
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Figure 4: Working of SMS. Case I : When group access count is less than the aggregate threshold, Case II: Tacking is refined at
row level for classic RowHammer, Case III: When the access count reaches many-sided hammer threshold.

Figure 5: Creating row-groups for Group Count Table.We use
a sliding window approach with a window size of 16, where
half of the window overlaps.

Group blocklist: The blocklist is a SRAM-based structure inte-
grated in controller. It stores the aggressor groups and, is reset
after every refresh period (i.e. 64 ms). Determining the appropriate
size for the blocklist is a critical task, as it directly impacts system
security and hardware overhead. If the blocklist size is too small,
it becomes inadequate for blocking all aggressor groups within
a 64 ms window. This deficiency can potentially lead to security
vulnerabilities. Conversely, employing an excessively large block-
list consumes unnecessary SRAM resources and contributes to
controller area overhead. For security assurances, the size of the
blocklist should match the maximum number of groups that can
cross many-sided hammer threshold within a refresh window. In-
ternally, DRAM refreshes rows in small batches, with the memory
controller issuing refresh commands every 7.8 µs (t𝑅𝐸𝐹𝐼 ), and it
takes 350 ns (t𝑅𝐹𝐶 ) for DRAM to refresh a batch. Consequently, the
maximum number of row activations per bank can be calculated
using the formula: Maximum activation = Refresh period × (1 -
t𝑅𝐹𝐶 /t𝑅𝐸𝐹𝐼 )/t𝑅𝐶 , where t𝑅𝐶 represents the row cycle delay (45 ns
for DDR4). Simplifying this equation yields approximately 1360K

accesses. Considering a memory space of 32 GB with a RowHam-
mer threshold of 250, the maximum number of aggressors can be
5440 per bank. A total number of groups that can cross many-sided
hammer threshold (i.e. 3200) is 425. With a total of 4 million rows,
each requiring 22 bits for addressing. Since we have to store group
(group size 16, sliding window size 8) address in blocklist, a unique
group can be represented using 19 bits. Thus, the blocklist com-
prises 425 entries, each requiring 19 bits. This computation results
in a blocklist size of approximately 1.009 KB per bank and 16.14 KB
for 16 banks in a rank.

Whenever the aggregated count of a group surpasses the many-
sided hammer threshold (T𝑀 ), a blocking action is triggered by
adding the group to the blocklist. Groups on the blocklist are inac-
cessible for a refresh period of 64 ms.

3.3 Working of SMS
Figure 4 illustrates the working of SMS. Upon a DRAM access
request, there are three primary cases to consider:

(1) Case I: If the access count of the associated group is be-
low the aggregated group threshold (𝑇𝐴), it increments the
group count.

(2) Case II: If the access count exceeds 𝑇𝐴 but remains below
the many-sided hammer threshold (𝑇𝑀 ), two tasks are per-
formed: (i) Increment the count of the respective group in
GCT. (ii) Switch to classic RH detector: The counter asso-
ciated with the row is checked in the RCC. If a hit occurs,
the counter is compared with the RH threshold (𝑇𝑅 ). If the
counter is below the threshold, it is incremented. If the
counter equals the 𝑇𝑅 , it means the row is aggressor and
target row refresh (TRR) is issued for neighboring rows.
Concurrently, we increment the access count associated
with victim rows, as refreshing a row may induce a bit flip
in its neighboring rows, given that row refresh requires
row activation. In case of a cache miss in RCC, access count
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Figure 6: IPC values of the models normalised to standard DRAM. SMS incurs a slowdown of 3.22% where Graphene+RRS and
Hydra+AQUA cause slowdowns of 32.43% and 15.61% respectively

of the row is brought to cache from RCT then the rest is
similar to cache hit.

(3) Case III: If the counter value exceeds 𝑇𝑀 , the correspond-
ing group is added to the blocklist and becomes unavailable
for the duration of the refresh period.

For each DRAM access request, the controller checks if correspond-
ing row group is on the blocklist. If present, the request is scheduled
for processing after the refresh period.

Table 2: Simulation configuration

CPU Out of Order, 3.2GHz
ROB size 160
LLC 16-way, 1024 sets

bus speed 1.6 GHZ
main memory 32 GB, DDR4, 3.2GHz

T𝑅𝐶𝐷 −𝑇𝑅𝑃 −𝑇𝐶𝐴𝑆 14-14-14 ns
Channel, Rank, Banks 2,1,16

DRAM Row size 8 KB

4 EXPERIMENTS AND RESULTS
We assess our model using DRAMSim3 [17] simulator interfaced
with Champsim [7]. We use SPEC CPU 17 [4], LIGRA [1], and PAR-
SEC [3] benchmark suites. Table 1 displays the characteristics of
SPEC CPU 17 benchmarks. The table provides the MPKI at LLC
and the average number of row groups surpassing various thresh-
olds within a 64-millisecond time-frame. Specifically, it includes
data on the number of row groups exceeding one-fourth, half, and
the full many-sided threshold (i.e., 400+, 1600+, and 3200+ activa-
tions, respectively). Details on the characteristics of the LIGRA and
PARSEC benchmarks are provided in Appendix A. We compare
SMS with Hydra & AQUA combination (a state-of-the-art detector
and mitigator) and Graphene+RRS, As discussed in Section 2, it is

important to note that HYDRA+AQUA and Graphene+RRS do not
provide a comprehensive solution for addressing the intricate prob-
lem of many-sided RH. To overcome this limitation, we adopted a
commonly suggested approach of configuring a lower RH threshold.
We re-implemented HYDRA+AQUA and Graphene+RRS, adjusting
their parameters to function with this lower threshold (T𝑅𝐻=250),
and subsequently compared their performance with our model.

Table 2 illustrates the system configuration used in our exper-
iments. We evaluate the efficiency of our model by comparing
slowdown, total DRAM energy, sensitivity to lower RH thresh-
olds, and hardware overhead against both current and previous
state-of-the-art solutions.

4.1 Performance
Figure 6 illustrates the normalised IPC (Instructions Per Cycle) for
Hydra+AQUA, Graphene+RRS, and our model. The graph shows
that our model outperforms Hydra+AQUA and Graphene+RRS. The
performance challenges observed with Hydra+AQUA may be at-
tributed to its approach of migrating aggressor row to a reserve
DRAM area (referred as quarantine area). However, in many-sided
RH scenarios, where multiple aggressors are involved, migrating an
entire group of rows becomes necessary. The process of migrating
a row entails reading data from one location and writing it to an-
other, introduces a significant number of additional read and write
operations. This influx of operations, in turn, results in a reduction
in IPC, negatively impacting overall system performance. Similarly,
Graphene and RRS exhibit substantial performance overhead due
to their designs being inefficient for current and future RH thresh-
olds. RRS initiates row swaps after just a few tens of activations,
resulting in considerable additional reads and writes, ultimately
leading to diminished IPC. The experimental results indicate that
Graphene+RRS incurs a performance overhead of 32.43%, while
Hydra+AQUA exhibits a slightly lower overhead of 15.61%. In stark
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contrast, our model demonstrates a mere 3.22% performance over-
head, all values being normalized to the baseline system. These
results unequivocally highlight the superior performance of our
model compared to both current and prior state-of-the-art solutions.

4.2 Energy Consumption
Figure 7 illustrates the normalized total energy of Hydra+AQUA,
Graphene+RRS, and ourmodel. The graph showsHydra+AQUA and
Graphene+RRS, come at a significant energy cost. Compared to stan-
dard DRAM, Hydra+AQUA consumes 32.36% more energy, while
Graphene+RRS suffers from an even higher overhead of 58.23%. In
contrast, our model only requires 8.83% more energy than stan-
dard DRAM. The higher energy consumption of Hydra+AQUA is
attributed to the additional read and write operations involved in
aggressor migration. Similarly, Graphene+RRS consumes excessive
energy due to the significant increase in reads and writes required
for swapping.

4.3 Sensitivity to RowHammer Threshold
We conducted experiments to assess the performance of SMS across
different RowHammer thresholds. Figure 8 illustrates the normal-
ized IPC for Hydra+AQUA, Graphene+RRS, and ourmodel at thresh-
old values of 500, 250, and 125, respectively. At a threshold value of
500, SMS incurs a performance overhead of 2.4%, which increases to
3.14% at a threshold value of 250, and further to 5.46% at a threshold
value of 125. Comparatively, Hydra+AQUA experiences slowdowns
of 6.74%, 15.6%, and 30.65% for RH threshold values of 500, 250,
and 125, respectively. Similarly, Graphene+RRS exhibits slowdowns
of 17.46%, 32.43%, and 71.05% for the same threshold values. It’s
notable that as we decrease the RH threshold, the performance loss
incurred by SMS, compared to Hydra+AQUA and Graphene+RRS
also decreases. This observation underscores the scalability of our
model, demonstrating its ability to adapt and maintain efficient
performance for present and future DRAMs.

4.4 Storage Overhead
As previously calculated for a RowHammer threshold of 250, the
maximum number of aggressors can be 5440 per bank and 87040
per rank. Since Graphene+RRS and Hydra+AQUA does not handle
many-sided hammer separately, RowHammer threshold for theses
model is reduced to 200. For the given configuration of a 32 GB
DRAM with 2 channels and an 8 KB row size, the storage over-
head of Hydra+Aqua is as follows: Hydra requires GCT of 154 KB
for the given threshold. Additionally Hydra requires 24 KB RCC
with 8k entries 24-bit (valid+tag+ 8-bit counter) each. GCT size
is 4 KB DRAM. AQUA requires 108 KB for FPT, 64 KB for RPT.
They require 360 MB of quarantine area in DRAM for given con-
figuration. Hydra+AQUA together incurs 252 KB SRAM and 364
MB DRAM storage overhead. given a total of 4 million rows, each
requiring 22 bits for addressing. Graphene requires the doubling
of tracker state due to periodic resets, leading to the loss of track-
ing information. To mitigate the vulnerability resulting from these
resets, Graphene operates the tracker at half of the threshold. Con-
sequently, Graphene operates with a threshold of 100. However, for
this lower threshold, the storage overhead of Graphene exceeds 2.6
MB of CAM. RRS requires row indirection table (RIT) in controller

that stores the rowmapping of swapped rows. one entry in RIT con-
tains (valid+lock+source+destination). They require swap buffers
for swapping. SRAM overhead of 0.65 MB grows up to around 13
MB as threshold decreases from 4K to 200. This significant increase
in overhead renders Graphene+RRS nearly impossible to adapt.

Our work requires a group count table of 512K entries of 12-bit
counters that conclude in 786 KB, RCC has 8K entries with 24-bit
entry size. We require GCT in DRAM of size 4 MB. Blocklist has
425 entries per bank each size of 19 bits. So blocklist becomes of
size 16.144 KB for a rank with 16 banks . Our model causes around
816 KB SRAM and only 4 MB DRAM overhead. Clearly, the SRAM
overhead of our model is slightly higher than Hydra+Aqua, but the
DRAM overhead is significantly lower.

5 DISCUSSION
Many-sided RowHammer poses a challenge to traditional RH so-
lutions because the frequent activation of numerous nearby rows
results in cumulative interference, potentially inducing bit flips
even if individual rows haven’t surpassed the RH threshold. In re-
sponse, we’ve reduced the per-row threshold to 80% of the classic
RH threshold when rows formmany-sided groups. As demonstrated
in the study by Kim et al. [11], a row under hammering can affect
up to the sixth neighboring row. To address the needs of newer
generation DRAMs with exceptionally low RH thresholds, we’ve
extended our tracking range to encompass up to 8 rows. These
adaptations showcase our model’s efficacy in safeguarding current
and future DRAMs frommany-sided RH attacks. Our model initially
monitors access at the group level. When transitioning to per-row
tracking, the access count begins from the group level threshold,
considering the worst-case scenario where all accesses converge
onto a single row within a group. Upon detecting a RowHammer
event, the victim row undergoes a Target Row Refresh (TRR). TRR
commands hold the highest priority among other read-write op-
erations, ensuring that the victim row is refreshed without data
loss. To prevent the victim row refresh from inadvertently causing
RH in its neighboring rows [14], we treat the issuance of TRR for
victim rows as an access for the row itself, thereby incrementing
its access count. This mechanism ensures protection against classic
RowHammer attacks.

While TRR safeguards data, it introduces performance overhead
due to refresh latency of victim rows. To address this challenge, a re-
cently proposed technique HiRA [30] can be immensely beneficial.
HiRA operates by mitigating the latency of refresh operations, ac-
complishing this by concurrently refreshing a row while accessing
or refreshing another row within the same bank. By enabling victim
row refresh to occur in parallel with other memory access com-
mands, HiRA effectively enhances the performance by eliminating
additional latency.

TheHiRA refresh technique can enhance system resilience against
Denial-of-Service (DoS) attacks leveraging classic RowHammer. By
eliminating the extra latency incurred during victim row refresh,
HiRA ensures that other access requests are serviced without delays.
This significantly hinders the attacker’s ability to disrupt system
performance through classic RowHammer techniques.
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Figure 7: Total DRAM energy consumption normalised to standard DRAM. Graphene+RRS and Hydra+AQUA incur DRAM
energy overheads of 58.23% and 32.36%, respectively, whereas SMS results in a significantly lower DRAM energy overhead of
only 8.83%.

Table 3: Comparison of storage overhead of SMS with Hydra+Aqua and Graphene+RRS

Model Structures Cost Total SRAM Total CAM Total DRAM

GCT 154 KB
RCT 4 MB
RCC 32 KB
FPT 108 KB
RPT 64 KB

Hydra+AQUA

RQA 360 MB

358 KB 0 364 MB

CAM 2.6 MB
RIT 13 MBGraphene+RRS

Buffer 16 KB
13.02 MB 2.6 MB 0

GCT 768 KB
RCT 4 MB
GCC 32 KB

SMS (Proposed)

Blocklist 16.14 KB

816 KB 0 4 MB

6 RELATEDWORK
RowHammer remains an active area of research, with ongoing in-
vestigations focusing on trackers, mitigators, and even security
threats that exploit this vulnerability. Numerous trackers, both
SRAM and DRAM-based, have been proposed to detect RowHam-
mer vulnerabilities. SRAM-based trackers offer speed but comewith
higher area and cost overheads, while DRAM-based alternatives are
more cost-effective and area-efficient but suffer from performance
inefficiencies. Prior works [16, 20] use SRAM-based table to track
the access count of DRAM rows. Some solutions [10, 26] propose

to use DRAM based trackers. Hydra [21] is a hybrid tracker that
uses both SRAM and DRAM based structures to track activations.

RowHammer mitigators generally fall into two categories: miti-
gation through victim row refreshes and aggressor migration. Previ-
ous works [12] [20, 24, 25] propose refreshing victim rows before bit
flips occur. Alternatively, mitigators like RRS[22] and Aqua [23] mi-
grate aggressors to prevent them from affecting neighboring rows.
Such as CROW [8] creates copies of rows to safeguard against
RowHammer attacks. BlockHammer [29] functions by blocking
rows that are frequently accessed once they surpass a certain thresh-
old, thereby preventing them from causing RowHammer issues.
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Figure 8: Normalised IPC for different RH thresholds

Numerous severe security threats exploiting RowHammer vul-
nerabilities have been proposed in the literature. For example,
PThammer [31] induces bit-flips in page tables to achieve privi-
lege escalation. SpecHammer [27] combines the transient attack
Spectre [13] with RowHammer to form a new speculative attack.
Rambleed [15] demonstrates that RH not only compromises data
integrity but also poses a significant threat to data confidentiality
by analyzing the tendency of bit-flips.

Several works [5, 9, 14] have proposed even more dangerous
variants of RH with different hammering patterns that are difficult
to mitigate. TRRespass [6] demonstrates that by using many-sided
hammering, the widely deployed Target Row Refresh (TRR) mitiga-
tion can be bypassed.

In a recent study by Onur et al. [19], the research on RowHam-
mer highlights enduring challenges and unanswered questions,
underscoring the ongoing need for exploration and innovation in
this field.

7 CONCLUSION
RH is a significant security concern in modern DRAM technology.
Various hammering patterns have been developed that result in
RH variants that are more threatening and challenging to mitigate.
Many-sided hammering is one such variant that can bypass the
mitigation techniques deployed in DRAMs to guard against RH.
In response to the evolving threat landscape, we introduce SMS,
a solution crafted to effectively counter many-sided Hammer at-
tacks while concurrently addressing the conventional RH. SMS
outperforms current and previous state-of-art solutions. Our model
effectively addresses many-sided hammer with only 3.22% perfor-
mance and 8.83% energy overhead. We show that SMS is a robust
and scalable solution for both current and future DRAMs.
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APPENDIX-A
Characteristics of PARSEC and LIGRA
Table 4 provides an overview of the characteristics of LIGRA and
PARSEC workloads. The table provides the MPKI at LLC and the av-
erage number of row groups surpassing various thresholds within
a 64-millisecond time-frame. Specifically, it includes data on the
number of row groups exceeding one-fourth, half, and the full
many-sided threshold (i.e., 400+, 1600+, and 3200+ activations, re-
spectively). This information offers insights into the memory access
patterns and workload intensities of the PARSEC and LIGRA bench-
marks, aiding in the analysis and comparison of their performance
implications on memory systems.

Target Row Refresh (TRR)
In our model, we employ Target Row Refresh (TRR) as a mitigative
measure to address classic RowHammer For DDRx memory tech-
nology, Target Row Refresh (TRR) emerges as a pivotal mitigation

strategy against the pernicious RowHammer vulnerability. TRR
operates by strategically deploying additional refresh commands
to memory rows identified as potential targets for RowHammer
attacks.

By subjecting these vulnerable rows to more frequent refresh-
ing, TRR aims to disrupt the repetitive accessing patterns that can
lead to bit flips and memory corruption. While TRR’s efficacy in
curbing RowHammer attacks on modern DDR4 systems is widely
acknowledged, its inner workings and specific implementation
details remain somewhat opaque. This underscores the need for
further exploration and understanding of TRR’s mechanisms to en-
sure robust protection against emerging memory-related security
threats.

Figure 9: Working of Misra-Gries algorithm

Table 4: Characteristics of PARSEC and LIGRA.

Workloads
LLC

MPKI

Groups

ACT-

400+

Groups

ACT-

1600+

Groups

ACT-

3200+

xz 0.88 302.50 66.75 0
BC 2.58 2,771.50 814.50 0

BellmanFord 2.94 2,860.50 1,000 0
BFS 2.96 2,654 810.25 0

Components 14.16 5,286 2,290.25 585.75
MIS 4.98 4,722 1,384 0

PageRank 51.79 20,349 3,350 197
Radii 3.83 3,505.50 1,384 0

Triangle 10.05 9,878.50 0 0
bodytrack 0.19 145 2 0
cannel 6.08 4,753 2,779.50 14.50
dedup 1.26 827 39 1
facesim 3.07 2,731.50 1,582.50 171

fluidanimate 2.59 668.50 0 0
swaptions 0 0 0 0
raytrace 0.03 0 0 0
vips 0.10 35 1 0

Average 6.87 3,440.63 1,084.29 46.24
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Working of Misra-Gries algorithm
Graphene utilizes the Misra-Gries algorithm to identify frequently
accessed rows from incoming row activations. Figure 9 provides an
explanation of how Misra-Gries operates in identifying frequently
occurring items. The algorithm maintains a spillover counter: when
a new entry arrives, it searches for it in the table. If the entry is

found, its counter is incremented; if not, the algorithm checks if any
other item’s counter equals the spillover count. If so, the algorithm
replaces that entry with the new one and increments its counter by
one; if not, it simply increments the spillover counter.
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