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Abstract

Efficient triangle counting remains a fundamental challenge in graph
analytics, with applications spanning computational biology, so-
cial network analysis, and emerging AI workloads such as Graph
Neural Networks (GNNs). As theseAImodels scale to larger graphs,
existing CPU- and GPU-based methods face scalability limits due
tomemory bottlenecks and limited parallelism. The TriCOREmethod-
ology introduced significant improvements with its binary search-
driven algorithm, enhancing thread parallelism and memory effi-
ciency on GPUs. This optimization allows TriCORE to outperform
existing techniques and handle larger graphs. However, its reliance
on multiple graph representations and the inherent limitations of
GPU memory capacity can hinder its scalability and practical util-
ity for Exascale graph datasets.

We present TriPIM, a novel architectural solution that combines
TriCORE’s algorithmic strengthswithUPMEMProcessing-In-Memory
(PIM) technology to overcome graph scalability and memory band-
width limitations. TriPIM leverages PIM to minimize data move-
ment and accelerate triangle counting computations directlywithin
memory. This integration maintains the algorithmic benefits of
TriCORE while extending its applicability to significantly larger
graph datasets, overcoming the constraints of traditional CPU- and
GPU-based implementations. TriPIM scales triangle counting by
partitioning Compressed Sparse Row (CSR) data across multiple
UPMEM DIMMs and running TriCORE’s binary-search engine in-
dependently within each memory partition. In summary, TriPIM
offers a scalable and efficient solution for triangle counting in graph
analytics, combining the strengths of TriCOREwith the benefits of
PIM technology. Our evaluation demonstrates TriPIM’s superior
performance over TriCORE (GPU) and GAP (CPU) benchmarks for
Exascale graphs.
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1 Introduction

Triangle counting is an essential algorithm for analyzing graph
structures, including clustering coefficients [41], k-truss [40], de-
tection of spams [4], link recommendation [37] and social network
analysis [6, 8]. In addition to these traditional applications, triangle

Table 1: Triangle Counting OptimizationMethods and Their

Complexities

Method Complexity References

Naïve Methods $ (=3 ) [14, 34]
Optimized Edge Iteration $ (< · 3 ) [34]
Vertex Ordering and Intersection $ (< ·

√
<) [19]

Adjacency Matrix Multiplication $ (=3 ) [14]
Hash-Based Methods $ (< · 3 ) [30]
Exact Algorithms (e.g., Schank and Wagner) $ (< · 3 ) [27]
Approximate Algorithms $ (< · log=) [36]

Table 2: Symbols

Symbol Meaning

= Number of vertices in the graph
< Number of edges in the graph
3 Average degree of the vertices

counting is becoming increasingly important in AI workloads such
as graph neural networks (GNNs), community detection, and struc-
tural reasoning in large language models. Recent studies highlight
that as these models scale to larger graphs, the ability to efficiently
count or reason about triangles becomes a computational bottle-
neck, underscoring the need for fast and scalable triangle counting
techniques [7, 16, 23].

In vertex-centric triangle counting, the algorithm examines each
pair of connected nodes in the graph to determine if they share a
third common neighbor, forming a triangle. This process is typi-
cally represented as an intersection between a node’s 1-hop neigh-
bors (direct neighbors) and 2-hop neighbors (neighbors of neigh-
bors), resulting in the graph triangle count.

Triangle counting in large graphs presents two significant chal-
lenges: computational complexity and efficient data access. To ad-
dress these, several approaches have been proposed onCPUs, GPUs,
and FPGAs [2, 3, 11–13, 15, 21, 32]. In practice, CPU-basedmethods
such asGAP [2, 3] often suffer from cache inefficiencies, while GPU
frameworks like TriCORE [12] are constrained by device memory
capacity. Although several optimizations have been proposed to
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improvememory locality [5, 22, 24–26, 33, 35, 38], these techniques
still fall short of overcoming the fundamental scalability barriers.
Therefore, addressing these challenges requires methods that not
only scale with graph size but also minimize computational over-
head and maintain balanced workloads across compute nodes.

Triangle Counting RuntimeComplexity$ ( |= |3):One effec-
tive approach to reducing computational complexity is the vertex
ordering method used in the GAP Benchmark Suite (GAPBS) [2,
3]. As presented in Algorithm 1, vertex ordering involves sorting
vertices and performing ordered intersections of neighbor lists to
count triangles efficiently. The algorithm considers each vertex D,
iterates over its neighbors E such that E > D, and for each pair
(D, E), finds common neighbors F such that F > E . By leverag-
ing the sorted order of vertices, this method reduces the need to
consider all possible triplets, thereby lowering the computational
complexity from$ ( |= |3) in the naive approach to$ (<·

√
<), where

< is the number of edges and = is the number of vertices.
The Binary Search method shown in Algorithm 2, used in Tri-

CORE [12] to effectively address inefficient node lookups by lever-
aging the sorted nature of neighbor lists to perform quick searches.
When processing each edge (D, E), the algorithm performs a binary
search on the neighboring list of E to identify intersectionswith the

Algorithm 1: GAPBS - TriangleCount

Data: Graph 6
Result: Total Triangle Count C>C0;

1 C>C0; ← 0 ; // Initialize total triangle count

/* Parallel triangle counting using OpenMP */

2 #pragma omp parallel for reduction(+ : total)
schedule(dynamic, 64)

3 for D ← 0 to 6.=D<_=>34B () − 1 do
4 foreach E in 6.outNeigh(D) do
5 if E > D then

6 break ; // Ensure E < D for ordered

counting

7 end

8 8C ← 6.outNeigh(E) .1468=() ; // Initialize

iterator for E’s neighbors

9 foreachF in 6.outNeigh(D) do
10 if F > E then

11 break ; // Ensure F < E for ordered

counting

12 end

13 while ∗8C < F do

14 8C + + ; // Advance iterator to find F

15 end

16 if F == ∗8C then
17 C>C0; + + ; // Triangle found

18 end

19 end

20 end

21 end

22 return C>C0; ; // Return the total triangle count

neighbor list ofD. This approach reduces the complexity of finding
a common neighbor from $ (3) to $ (;>63), where 3 is the degree
of the vertex.

Optimization Dependent Data Movement From GPU to

PIM:The partitioning technique used by TriCORE [12] is highly ef-
ficient for GPU scenarios as it evenly distributes the computational
load across multiple GPU cores. This ensures that each core has a
balanced workload, minimizing idle times and maximizing the uti-
lization of the parallel processing capabilities inherent in GPUs.
Dividing the graph based on vertex ranges and balancing the num-
ber of edges across partitions facilitates efficient graph process-
ing. However, this partitioning approach faces challenges when
implemented for emerging Processing-in-Memory (PIM) technolo-
gies [17, 18, 28, 29, 31] like UPMEM [1, 9]. In PIM architectures,
data processing relies on the data being stationary and load-balanced
within the memory. Unlike TriCORE, which can handle edge data
transfers efficiently via stream buffers, PIM technologies require
data to remain fixed inmemory to exploit the benefits of in-memory
processing fully. The dependence on GPU stream buffers and fre-
quent edge data requests inherent in TriCORE’s partitioningmethod
can lead to inefficiencies and performance degradation in PIM en-
vironments. Therefore, while TriCORE’s partitioning technique is
optimized for the high-throughput stream buffers and parallel na-
ture of GPUs, it is less suitable for PIM architectures, where station-
ary and balanced data placement in memory is crucial for optimal
performance.

TriPIM — Breaking Through the Scalability Barrier with

UPMEM: TRUST [24], an extension to TriCORE, mitigates some

Algorithm 2: TriCORE - Binary Search Intersection

Data: Array =486ℎ1>A�3GB_<, Long BC0AC , Size 4=3 , NodeID
C0A64C , Pointer 202ℎ4_F

Result: Index of C0A64C in =486ℎ1>A�3GB_< or −1 if not
found

1 ;4 5 C ← (BC0AC == −1)?0 : BC0AC ; // Initialize left

boundary

2 A86ℎC ← 4=3 − 1 ; // Initialize right boundary

3 while ;4 5 C ≤ A86ℎC do

4 <438D< ← ;4 5 C + ((A86ℎC − ;4 5 C) ≫ 1) ; // Calculate

middle index

5 2DAA4=C ← =486ℎ1>A�3GB_<(<438D<) ; // Load

current value

6 if 2DAA4=C == C0A64C then

7 return<438D< ; // Target found, return

medium index

8 end

9 if 2DAA4=C < C0A64C then

10 ;4 5 C ←<438D< + 1 ; // Adjust left boundary

11 end

12 else

13 A86ℎC ←<438D< − 1 ; // Adjust right boundary

14 end

15 end

16 return −1 ; // Target not found, return -1
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Figure 1: TRUST 2D partitioning for vertex-centric triangle

counting. Vertices are labeled according to degree for load-

balanced partitioning.

of its memory overhead by using a vertex-ordered balanced hash-
based partitioning, thus eliminating the need for edge stream buffers.
This approach simplifies data handling, reduces memory consump-
tion, and minimizes data movement overhead. While TRUST uses
lessmemory for each partition by not requiring the edge list streams,
it incorporates hash-based intersection, which requires extra mem-
ory resources for building hashmaps for each intersect operation.
In this work, we introduce TriPIM as a hybrid approach that com-
bines TRUST-basedmemory-efficient partitioning and the TriCORE
binary search technique, which avoids using hash-based intersec-
tions. TriPIM reduces graph storage and intersection overhead us-
ing prior triangle counting techniques for PIM. By leveraging the
efficient partitioning strategy of TRUST and the fast intersection
method of the TriCORE binary search, TriPIM aims to optimize tri-
angle counting in PIM environments, ensuring high performance
for the Exascale graph with low memory usage and low computa-
tional overhead.

2 Background and Related Work

2.1 UPMEM Architecture

An UPMEMmodule [1, 9, 39] is a standard DDR4-2400 DIMM con-
taining several PIM chips. Each module’s DPUs operate as a par-
allel coprocessor to the host CPU. Each UPMEM PIM chip has 8
DPUs, each with 64-MBMainmemory (MRAM), 24-KB Instruction
RAM (IRAM), and 64-KB Working RAM (WRAM).

The host CPU can access MRAM to transfer input data and re-
trieve results. Data transfers can be parallel across MRAM banks
if buffers are the same size; otherwise, they occur serially. DPUs
do not communicate directly; inter-DPU communication happens
via the host CPU. Concurrent access by the CPU and DPUs to the
same MRAM bank is not supported in current UPMEM-based PIM
systems.

2.2 Triangle Counting (TC) on CPU

For CPU experiments, we usedGAPBS [2, 3], a portable high-performance
baseline that only requires a compiler with support for C++11. It
usesOpenMP for parallelism but can be compiledwithoutOpenMP
to run serially. The details of the benchmark can be found in the
specification.

2.3 Triangle Counting (TC) on GPU

TriCORE [12] is a scalable GPU-based triangle counting system
with three key innovations. It employs a binary search-based al-
gorithm to boost thread parallelism and memory performance on
GPUs. Unlike previousmethods requiringmultiple graph represen-
tations in GPUmemory, TriCORE partitions CSR data across GPUs
and streams the edge list from CPU memory, enabling it to han-
dle larger graphs. Additionally, it uses dynamic workload manage-
ment to balance tasks across GPUs. TriCORE can count triangles
in the billion-edge Twitter graph in 24 seconds on a single GPU, 22
times faster than the best CPU-based solutions.

3 TriPIM Overview

3.1 Load-Balanced Hash-Based Graph
Partitioning

We employ a load-balanced hash-based partitioning method for
distributing the graph across multiple partitions. This approach
ensures that each partition has an approximately equal number of
vertices, thus balancing the computational load across the DPUs.
The vertices are labeled according to their degrees to facilitate load
balancing, as shown in Figure 1.

3.2 TriPIM Description

3.2.1 Local Triangle Counting. The local triangle counting algo-
rithm runs on the DPUs in parallel, counting triangles within indi-
vidual partitions. The algorithm iterates over each partition, calcu-
lates the index for the current partition, and counts the triangles.
Local triangle counting allows us to leverage the DPU’s parallel
processing capabilities, providing efficient computation within in-
dividual partitions. This method ensures that all local triangles are
counted accurately before moving on to cross-partition counting.

Algorithm 3: Partitioned - Local Triangle Counting

Data: Partitioned Graph ?_6, Parameters ?_<, ?_=
Result: Total Triangle Count C>C0;

1 ?_6← 1.MakePartitionedGraph() ; // Create a

partitioned graph

2 C>C0; ← 0 ; // Initialize total triangle count

3 ?_C>C0; ← 0 ; // Initialize partition triangle

count

/* Local triangle counting in parallel on the

DPU */

4 for 2>; ← 0 to ?_< − 1 do
5 for A>F ← 0 to ?_= − 1 do
6 83G ← A>F · ?_< + 2>; ; // Calculate the index

for the partition

7 ?_C>C0; ← TriangleCount(?_6[83G]) ; // Count

triangles in the partition (executed in

parallel on DPU)

8 C>C0; ← C>C0; + ?_C>C0; ; // Accumulate the

total triangle count

9 end

10 end
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3.2.2 Cross-Partition Triangle Counting. The cross-partition trian-
gle counting algorithm identifies and counts triangles that span
multiple partitions. This is achieved by iterating over pairs of par-
titions and counting triangles involving vertices from both. Cross-
partition triangle counting is crucial for identifying triangles that
span multiple partitions, which are not captured by local counting
alone. Running this in parallel on the DPUs, TriPIM ensures that
the computation is efficient and scalable.

Algorithm 4: Partitioned - Cross Triangle Counting

Data: Partitioned Graph ?_6, Parameters ?_<, ?_=
Result: Total Triangle Count C>C0;

1 ?_6← 1.MakePartitionedGraph() ; // Create a

partitioned graph

2 C>C0; ← 0 ; // Initialize total triangle count

3 ?_C>C0; ← 0 ; // Initialize partition triangle

count

/* Cross triangle counting in parallel on the

DPU */

4 for 2>; ← 0 to ?_< − 1 do
5 for A>F1← 0 to ?_= − 1 do
6 83G1← A>F1 · ?_< + 2>; ; // Calculate the

index for the first partition

7 for A>F2← A>F1 + 1 to ?_= − 1 do
8 83G2← A>F2 · ?_< + 2>; ; // Calculate the

index for the second partition

9 ?_C>C0; ←
CrossTriangleCount(?_6[83G1], ?_6[83G2]) ;
// Count cross-partition triangles

(executed in parallel on DPU)

10 C>C0; ← C>C0; + ?_C>C0; ; // Accumulate the

total triangle count

11 end

12 end

13 end

4 Evaluation and Results

4.1 Methodology

We utilized the system configurations detailed in Table 3 for our
evaluation. We used TriCORE as the GPU baseline and the GAP
Benchmark Suite (GAP) as the CPU baseline. Additionally, we im-
plemented the binary search andGAP triangle counting algorithms
with TRUST partitioning on UPMEM. The implementation of the
TriPIM framework is available at: https://github.com/UVA-LavaLab/TriPIM.

4.1.1 CPU Baseline. The GAP Benchmark Suite (GAP) was used
as the baseline for CPU-based triangle counting. GAP provides a
set of graph algorithms optimized for multi-core CPUs, allowing
us to measure triangle counting performance on traditional CPU
architectures.

4.1.2 GPU Baseline. TriCORE was used as the baseline for GPU-
based triangle counting. It uses a binary search method to find

Table 3: System environment for TriPIM evaluation

GPU

Model NVIDIA A40
CUDA Cores 10752
Boost Clock Speed 1.74GHz
Memory 48GB GDDR6

Memory Bandwidth 696GB s−1

PIM Configuration

Model UPMEM PIM
DPUs 2549 used / 2560 total
DPU Frequency 350MHz
Memory per DPU 64MB
Total Memory 160GB
DIMMs 20

Memory Bandwidth 1000GB s−1

Host CPU

Model‖Cores‖Threads Intel Xeon Silver 4216‖16‖32
Clock Speed 2.10GHz
Memory 256GB
OS Ubuntu 22.04 LTS
L1‖L2‖L3 Cache 512 kB (8-way)‖16MB (16-way)‖22MB (11-way)

Table 4: Graph workloads used in evaluation

Graph #Vertices #Edges Degree Size (MB) Triangle Count

Kron_13_20 8,191 246,888 20 1 1,744,952
Kron_16_18 65,536 2,026,386 18 8 19,672,632
Kron_18_17 262,143 8,057,720 17 32 93,521,523
Urand_13_16 8,192 261,556 16 1 5,559
Urand_16_16 65,536 1,965,534 16 8 4,467
Urand_17_32 131,072 8,386,472 32 32 43,363

neighboring triangles and takes full advantage of the parallel pro-
cessing capabilities of GPUs to achieve high throughput.

4.1.3 UPMEM PIM. In order to take full advantage of UPMEM’s
processing-in-memory (PIM) technology, we have incorporated both
the binary search technique andGAP’s triangle counting algorithms
with TRUST partitioning. This approach aims to combine thememory-
efficient partitioning of TRUSTwith the TriCORE intersectionmethod
of binary search.

4.2 System Environment

4.2.1 CPU System. The evaluations for both the GPU and CPU
were conducted on a host CPU with an Intel Xeon Silver 4216 pro-
cessor. This CPU is equipped with 16 cores and 32 threads, oper-
ates at a clock speed of 2.10 GHz, and has 256 GB of memory. The
operating system used for the evaluations was Ubuntu 22.04 LTS.

4.2.2 GPU System. For theGPU evaluation, we utilized theNVIDIA
A40. This GPU is equipped with 10,752 CUDA cores, providing
extensive parallel processing capabilities. The boost clock speed
reaches 1.74 GHz. The A40 includes 48 GB of GDDR6 memory, of-
fering a memory bandwidth of 696 GB/s.

https://github.com/UVA-LavaLab/TriPIM
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Figure 2: Comparing Binary Search vs. Base Intersection

4.2.3 UPMEM System. In our evaluation of the UPMEM PIM, we
used a configuration with 2,560 DRAM Processing Units (DPUs).
Each DPU runs at a frequency of 350 MHz and has 64 MB of mem-
ory, giving a total memory capacity of 160 GB. The UPMEM ar-
chitecture offers a memory bandwidth of 1,000 GB/s, allowing for
rapid data processing directly within the memory.

4.3 Graph Datasets

In our evaluation, we utilized a diverse set of synthetic graph datasets
generated using GAPBS Kronecker and Urandmodels to assess the
performance of TriPIM as listed in Table 4.

Kronecker graphs [20], generated using the GAPBS Kronecker
synthetic graph generator, are a key part of our research. With pa-
rameters A=0.57, B=0.19, C=0.19, and D=0.05, as used in the Graph
500 benchmark, this model replicates many real-world network
properties. The Kronecker model’s scalability allows for the gen-
eration of large graphs from smaller seed graphs through the Kro-
necker product, creating synthetic graphs that closely resemble ac-
tual networks in various domains.

Urand graphs are generated using the Erdős–Rényi model (Uni-
form Random) [10]. This model creates graphs by randomly con-
necting vertices with edges, with each edge having an equal proba-
bility of being present. It represents the worst-case scenario for lo-
cality, as every vertex has an equal probability of being a neighbor
to every other vertex. The uniform random nature of Urand graphs
makes them valuable as a baseline for benchmarking, as they lack
the structured properties found in real-world graphs, thus allow-
ing for a clear contrast with Kronecker graphs.

4.4 TriPIM Binary Search vs. Base

In this section, we compare two intersection methods: Base and
Binary Search (BS). In the Base approach, the inner loop of trian-
gle counting compares the elements of two adjacency lists (i.e., 1-
hop and 2-hop), and a triangle is counted whenever the elements
are equal. In the Binary Search approach, the longer adjacency
list is added to the binary search tree, and the elements in the
shorter adjacency list serve as keys for probing the binary search
algorithm. As illustrated in Figure 2, the Binary Search algorithm
“TriPIM_BS" significantly improves runtime compared to the Base

Figure 3: TriPIM Scalability with UPMEM

approach “TriPIM_Base", achieving on average 7.3× across all datasets
and up to a 51× speedup in the Kron_16_18 experiment.

4.5 TriPIM Scalability

Figure 3 illustrates the scalability of TriPIM for small graphs across
different DPU counts. As the number of DPUs increases, execution
time drops sharply until the count reaches eight, after which the
decrease becomes more gradual. The steep drop in execution time
at lower DPU counts reflects reduced parallelism, as each DPU
must process a larger share of the graph, leading to longer run-
times. This underscores the importance of maintaining high DPU
counts to preserve TriPIM performance, even for small graphs.

4.6 Exascale Graph Processing

In this section, we evaluate TriPIM against GAP (CPU baseline) and
TriCORE (GPU baseline) across varying graph sizes (Figure 4). The
x-axis values indicate the factor by which the base graph size (Size)
is multiplied. The evaluation starts from Size×32 and increases by
a factor of four at each step up to Size×2048 for CPU and GPU base-
lines, while TriPIM can scale further to Size×2549, corresponding
to the total number of available DPUs. For all three systems, we
report only the execution time of the triangle counting kernel; ini-
tial setup, graph loading, and result gathering time are excluded.
In TriPIM, increasing the graph size simply loads more partitions
ontomoreDPUs, with eachDPU processing the same partition size
(Size). As a result, TriPIM’s kernel time remains nearly constant as
the total graph size increases. This setup enables direct comparison
from small to extremely large graphs.

Across all datasets, TriCORE achieves the lowest execution time
for small graphs (e.g., Size×32, Size×128), outperforming both TriPIM
and GAP. However, it fails to execute beyond certain graph sizes
due to GPU memory limitations, as indicated by the vertical red
“Out of Memory” markers in Figure 4. GAP is faster than TriPIM
at smaller graph sizes, benefiting from efficient CPU execution
when the graph fits comfortably in the cache hierarchy. Moreover,
for small graphs, TriPIM underperforms partly because the setup
overhead and characteristics of UPMEM’s architecture may not of-
fer a significant advantage over traditional CPU or GPU process-
ing. For large graphs (e.g., Size×2048 for CPU/GPU baselines and
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Figure 4: Performance comparison of TriPIM with TriCORE (GPU baseline) and GAP (CPU baseline) across six graph datasets.

The x-axis represents increasing graph sizes, from Size×32 to Size×2048 for CPU and GPU baselines, and up to Size×2549 for

TriPIM, where Size denotes the base graph size. “Out of Memory” markers indicate graph sizes where TriCORE could not

execute due to GPU memory limitations.

Size×2549 for TriPIM), GAP’s execution time rises rapidly, whereas
TriPIM maintains nearly constant performance. Scaling becomes
increasingly challenging for CPU and GPU due to hardware con-
straints—CPUs suffer frommore cache misses, while GPUs are lim-
ited by their memory capacity (e.g., 48 GB for the A40). At large
scales, TriPIM not only surpasses GAP in most cases but can also
process graphs that exceed GPU memory capacity.

5 Conclusions and Future Work

Efficient triangle counting remains a main challenge in graph ana-
lytics, underpinning applications in computational biology, social
networks, and emerging AI workloads such as graph neural net-
works and community detection. While CPU and GPU approaches,
including TriCORE, provide strong performance for small tomedium
graphs, they face scalability barriers due to cache inefficiencies and
limited device memory.

TriPIM integrates the algorithmic advantages of TriCORE with
UPMEM’s Processing-In-Memory (PIM) architecture to address these
challenges. By minimizing data movement and distributing work-
loads across thousands of DPUs, TriPIM enables scalable triangle
counting on datasets that exceed the capacity of conventional pro-
cessors. Although TriPIM is slower for small graphs due to setup
overhead, balanced partitioning allows it to roughly match or sur-
pass CPU/GPU performance at larger graphs. A key strength is its
ability to execute beyond GPUmemory limits, demonstrating clear
scalability advantages for massive graphs.

While these results highlight the advantage of using PIM-based
architectures, the comparison is not normalized across hardware
cost, memory capacity, or power consumption. Tradeoffs under

cost and power constraints, identifying new PIM features, and gen-
eralizing these methods to broader graph analytics workloads, are
interesting areas for future work.
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