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Abstract
The rise of data-driven applications requires larger on-chip Last
Level Caches (LLCs) in multicore systems which need denser chips
with lower power consumption. Non-Volatile Memory (NVM) tech-
nologies such as Spin-Transfer Torque RAM (STT-RAM) based LLCs
fulfill these requirements. STT-RAM based LLCs suffer from no-
table shortcomings, including higher write latency, increased write
power consumption, and limited endurance. The primary cause of
the low write endurance of an STT-RAM based LLC is the uneven
distribution of write operations across the cache. To address the
challenge of low write endurance in an STT-RAM based LLC while
minimizing performance impact, we propose a unique inter-set
wear leveling technique. It involves aggressively bypassing the
write-back requests coming to the LLC from upper level of cache
memories and writing directly to the main memory. Only those
bypassed writes, which may be accessed again in the future, are
stored in an SRAM buffer. Bypassing writes for a specific block
in the LLC to SRAM Buffer or Main Memory is contingent upon
satisfying certain conditions based on the set-wise write count and
the priority of the block. Through extensive computational anal-
ysis, we have determined that the application of this technique
in a quadcore setup reduces inter-set write variation by 84% and
intra-set write variation by 19%. A lifetime improvement of 35 times
as compared to the baseline STT-RAM based LLC can be achieved.
Importantly, our approach maintains the system performance.

CCS Concepts
•Computer systems organization→ System on a chip; •Hard-
ware→ Spintronics and magnetic technologies;Memory and
dense storage.
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1 Introduction
With the onset of the Artificial Intelligence and Machine Learning
era, the upcoming workloads will always be highly data intensive.
Supporting such workloads require larger on-chip caches in order
to minimize the off chip data movement that incurs extra latency.
CPU architectures have been revolutionized over the years, but
the traditional cache architectures are not able to scale up as such,
creating a bottleneck in performance. Therefore, there is a need for
a larger sized Last Level Cache (LLC). SRAM cells are commonly
used for on-chip cache designs in today’s multiprocessors. They
have a few drawbacks such as requiring large area (i.e., relatively
low density) and high leakage power. In view of these demerits
various emerging Non-Volatile Memory (NVM) technologies are
being explored as viable alternatives to the standard SRAM’s. Phase
Change Random Access Memory (PCRAM) [10], Resistive Random
Access Memory (RRAM) [13] and Spin Transfer Torque Random
Access Memory (STT-RAM) [8] have been proposed as NVM’s.
NVM technologies offer several advantages over traditional SRAM
technology including higher density, non-volatility, improved scal-
ability and low leakage power. Nonetheless, there are a few major
drawbacks of using NVM’s as on-chip caches mainly the expensive
write operations. NVM’s exhibit high write power consumption,
low write endurance and high write latency. The long write latency
of the NVM’s place undue pressure on the LLC request queue and
can lead to congestion[14]. The write endurance is also a concern-
ing factor with RRAM [34] supporting only 1011 write operations
while PCRAM[24] supporting upto 108 write operations. Whereas,
STT-RAM [22] is expected to sustain 1015 write operations but
after experimentation the actual value is less than 4 × 1012. Among
the emerging NVM technologies, STT-RAM is considered as an
adoptable alternative of SRAM for LLC design.
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When applications are run on various cores of a multiproces-
sor simultaneously, because of their inherent behaviour, they then
create write variation (WV) throughout the LLC that results in
drastic drop in the lifetime of the STT-RAM based LLC. The write
variations are categorized into two: Inter-set write variation and
Intra-set write variation1. Uneven distribution of writes between
cache sets is known as inter-set write variation. This imbalance
means that certain sets within the cache experience significantly
higher writes than others, leading to rise in the failure rate in the
heavily written sets compared to their counterparts. On the other
hand, intra-set write variation arises from differing write frequen-
cies among individual blocks (way/coloumn) within a cache set.
Specifically, certain blocks within the set endure a disproportion-
ately high number of writes compared to others, resulting in the
accelerated deterioration of these heavily utilized blocks. These
fluctuations in write behavior not only shorten the lifespan of the
STT-RAM LLC but also contribute to a reduction in LLC capacity
over time. The lifetime of the STT-RAM LLC is extended with a
decrease in write variation both within and between sets. The quan-
tity of writes is undoubtedly another significant factor that has a
direct impact on the lifetime of STT-RAM LLC.

Numerous wear-levelling techniques have been proposed over
the years, including both inter-set wear-levelling and intra-set wear-
levelling techniques. Wang et al. [27] presented i2WAP a combina-
tion of both PoLF and SwS. PoLF (Probabilistic Set Line Flush) is a
write blocking method to a specific cache block in the set. It marks a
block as invalid after a fixed number of writes, which is determined
by a Flush Threshold (FT). SwS (Swap Shift) is employed to mitigate
inter-set write variation, which entails modifying the mapping of
two sets following an epoch, only if a certain threshold is reached,
which is referred to as the Swap Threshold (ST). Jokar et al. [9]
introduced Sequoia that comprises of G-OAS and WAD. G-OAS
(Grouped On-Access Interset Swapping) proposes a set remapping
technique where the mapping of write hot sets are swapped with
those sets that are not write hot. WAD (Write-back aware intra-set
displacement) checks for hot cache lines, making it a candidate
for displacement. It follows a two-phase invalidation-displacement
policy, first invalidating the hot line while protecting its metadata,
then displacing it if dirty. Agarwal et al. [2] proposed three differ-
ent approaches window based approaches namely Static Window
Write Restriction (SWWR): where the window size is static, Dy-
namic Window Write Restriction (DWWR): where window size
changes dynamically and Dynamic Way Aware Write Restriction
(DWAWR).

Figure 1 and Figure 2 illustrates the reduction in write variations
(WV) and the Normalized IPC reduction respectively for various
state-of-the-art techniques as compared to the baseline. Here, the
baseline is considered as STT-RAM LLC with LRU replacement
policy and no wear levelling technique. The specifics about the
experimental setup is discussed in Section 4. From the figures, it
is evident that techniques such as SWWR, DWAWR, PoLF, and
WAD are unable to decrease the inter-set WV to the same extent
as intra-set, while techniques such as SwS and G-OAS is able to
decrease only the inter-set WV. Furthermore, the majority of these
1Throughout the paper we assume three levels of cache memories where the LLC (L3)
is designed with STT-RAM. All the cache memories are considered as set-associative
cache with 64B block size.

Figure 1: Percentage Reduction in Write variations (WV) in
the existing wear-levelling techniques over baseline (LRU)

Figure 2: Percentage Reduction in IPC in the existing wear-
levelling techniques over baseline (LRU)

existing techniques experience a drop in performance compared
to the baseline. Figure 2 illustrates that there is a decline in their
performance ranging from 7% to 23%. We combine the best of both
the best techniques: SwS + DWAWR and have discovered that it did
not perform as expected. The execution of SwS and DWAWR are
not conductive as they interfere in each others smooth functioning.
The reduction in both inter-set and intra-set write variation was
significantly lesser compared to when the techniques were applied
individually. The IPC was also reduced significantly. SwS always
leads to additional remapping. The blocking of writes into ways
due to DWAWR can cause further increase in the remapping and
migration, which thereby increases the write count of the LLC. The
existing wear-leveling techniques are insufficient in effectively min-
imizing inter-set write variation as well as intra-set write variation
of STT-RAM LLC. These techniques can enhance the lifetime of
a STT-RAM LLC by maximum of up-to 9 times. To this end we
propose PROLONG.

In this work, we have introduced a highly effective wear-leveling
technique PROLONG, that greatly minimises both the inter-set and
intra-set WV and also reduces the write count. Here, we employ
priority based write bypassing as an approach to minimize writes in
the cache sets that experience a high write count. The primary focus
of this work is to understand the rationale behind the intensity of
bypassing and the selection of cache sets for bypassing. The cache
set selection helps in redistributing the writes across the whole
cache. An in-depth discussion is provided in Section 3. The primary
contribution of the work can be classified as:

• We observe that PROLONG minimizes the variation in write
operations within a STT-RAM LLC through write bypassing.
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Experimentally it is observed that there is a decrease in
inter-set WV of up-to 83% and intra-set WV up-to 19.5%
w.r.t. baseline.

• STT-RAM LLC experiences a substantial enhancement in its
lifetime up-to 35x.

• PROLONG preserves the enhancement in lifetime while
maintaining system performance. It demonstrates a perfor-
mance improvement up-to 2%.

• Rigorous experimental analysis thoroughly examines both
the proposed concept and the existing concepts.

To the best of our understanding, no research has been conducted
on utilizing the write bypassing concept to mitigate write variation
(both inter-set and intra-set) in an STT-RAM LLC. The existing
techniques for reducing write variation primarily emphasise on
distributing the writes across the cache, rather than reduction in
the write count. Our technique provides a method which will re-
duce both the write count in the STT-RAM LLC and also the write
variation.

The rest of the paper is organised as follows. The background and
motivational discussions are given in Section 2. Section 2.3 discusses
the mathematical relationship among write-variations, number of
writes and lifetime. The proposed idea is discussed in Section 3.
The experimental setup and the results analysis are discussed in
Section 4 and Section 5 respectively. Related works are discussed
in Section 6. Finally the paper concludes in Section 7.

2 Background and Motivation
This section highlights the characteristics of STT-RAM, the NVM
that we have used to design the LLC. It further discusses the differ-
ent types of write variations plaguing STT-RAM and the motivation
behind our architectural changes.

2.1 STT-RAM Cell
Figure 3 (a) shows the conceptual layout of an STT-RAM cell. This
cell comprises of an access transistor alongside a Magnetic Tun-
nel Junction (MTJ). The MTJ structure consists of a tunnel barrier,
composed of MgO, sandwiched between two ferromagnetic layers.
The reference layer, possesses a fixed magnetization direction. Con-
versely, the magnetization direction of the other layer, termed the
free layer, is variable and can be altered by a spin-polarized current.
The tunnel barrier serves as a thin insulating layer separating the
two ferromagnetic layers. These layers magnetization directions
encode the stored data bit within the cell. Specifically, when the
magnetization directions are anti-parallel, the resulting high re-
sistance represents a logical ‘1’ as shown in Figure 3 (c), whereas
parallel magnetization denotes a logical ‘0’ with low resistance as
shown in Figure 3 (b).

Both reading and writing operations are performed by creating a
voltage differential between the source and a bit-line. To write a ‘0’
in the STT cell, a significant positive voltage is applied between the
source and a bit-line, while writing a ‘1’ involves applying a sub-
stantial negative voltage. Conversely, the read operation involves
applying a minor voltage between the source and a bit-line, gen-
erating a current that is subsequently compared with a reference
current to determine the ‘0’ or ‘1’ cell state.

BIT LINE

Free Layer
Barrier Layer
Fixed Layer

DRAINSOURCE

SOURCE LINE

GATE

WORD LINE

NMOS

(a)

MTJ Reference Layer

MgO

Free Layer

Bit Line (BL)

Source Line (SL)

Word Line (WL)

(b)

Reference Layer

MgO

Free Layer

Bit Line (BL)

Source Line (SL)

Word Line (WL)

(c)

Figure 3: Layout of an STT-RAM cell

2.2 STT-RAM based LLC (STT-RAM LLC)
STT-RAM offers a wide range of advantages over conventional
SRAM based LLC and other NVM’s too [30], [22]. The general
characteristics of an STT-RAM cell as compared to a SRAM cell
is shown in the Table 1. Here F depicts the smallest feature size
within a specific technology node.

Table 1: Comparison between SRAM and STT-RAM cell.

Parameters SRAM STT-RAM
Cell Size(𝐹 2) 120-200 6-50

Write Endurance 1016 4 × 1012
Speed(Read/Write) Very Fast Very Fast/Slow
Leakage Power High Low

Dynamic Energy(R/W) Low Low/High
Retention Period Very Low High

Therefore, even though STT-RAM has a lot of advantages over
SRAM like smaller cell size, low leakage power and higher reten-
tion time as depicted in Table 1, it comes with its own set of dis-
advantages. The primary obstacle facing on chip memory based
on STT-RAM LLCs, is the elevated write latency and write energy
consumption in comparison to SRAM. Although various techniques
and hybrid technologies as discussed in Section 6 have been pro-
posed in order to reduce the write latency of the STT-RAM LLC
none have been successful to do both, i.e. improve performance
and extend the lifetime of the STT-RAM LLC. Our work focuses on
providing effective solutions to both these problems.

2.3 Write Variation and Lifetime
Write variation poses a substantial challenge in the design of cache
and write limited memory technologies. Extensive write variation
can severely diminish the cache’s lifespan. A mere fraction of heav-
ily written memory cells can disable an entire cache or memory
system, despite most cells not nearing wear-out. Implementing
wear-leveling in caches introduces additional challenges due to
variations in write counts both within individual cache sets (intra-
set variations) and across different cache sets (inter-set variations).
Our work aims at reducing the write variation in the STT-RAM LLC.
For the purpose of quantifying the write variation, we employ co-
efficients. Inter-set write variation and intra-set write variation are
represented by Equation 1 and Equation 2 respectively as defined
in [27].
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Here, wi,j is the block write count of 𝑖th set and 𝑗 th way. Average
write countWavg is defined as :

𝑊𝑎𝑣𝑔 =

∑𝑁
𝑖=1

∑𝑀
𝑗=1𝑤𝑖, 𝑗

𝑁𝑀
(3)

𝑀 is the total number of cache ways in a set and 𝑁 is the total
number of cache sets. Cache wear-leveling aims to mitigate both
inter-set and intra-set variations while also limiting the maximum
write count. Therefore, configurations having lower write variation
values shows better improvements in the lifetime as the maximum
write counts are lower.

Relative lifetime is used to quantify the lifetime of the cache. It
can be defined as the inverse of the maximum write count on a
cache line in the LLC [2]. It is a derivative of raw error tolerant
lifetime which is the time taken by the cache for the first error to
occur in a cache line after specific number of writes to that cache
line. The term “raw” implies that no error recovery mechanism is
considered.

2.4 Motivation
This study focuses on minimizing inter-set write variation while
maintaining the performance of the STT-RAM LLC. A key hurdle
in addressing inter-set write variation lies in the fixed mapping
policies inherent in set-associative caches. In such caches, a block
is assigned to a specific set, and relocating a block from one set
to another necessitates a modification in its block-mapping policy.
This can lead to a drop in IPC of the system. Consequently, strategies
to alleviate inter-set write variation while reducing the effects of
remapping policies have remained largely unexplored for STT-RAM
LLC’s. This prompted us to introduce a proficient inter-set wear
leveling technique.

Through analysis of the effect of write variation, we performed
experiments utilizing a simulator for a quad-core system equipped
with a 16 MB 16-way set-associative STT-RAM LLC lacking wear
leveling support with standard LRU replacement policy. We have
used Mix 2 shown in Table 7. The configuration is executed for
250 Million instructions. Figure 4 shows us the non uniform write
distribution across cache sets that are prevalent. It depicts the write
count after every 100 sets. Nonuniform writes to an STT-RAM LLC
is the major reason for decreasing endurance as well as the lifetime
of the LLC, thereby inducing errors. The lifetime of the LLC is
directly dependent on the maximum write count. The maximum
write count among all the sets is 3516 while the write average is
only 564. This clearly shows the huge disparity in write counts that
is present among the sets. If the inter-set write variation is removed
then the overall lifetime will be enhanced by 6.23x in this case.

Figure 4: Non-uniform write distribution across cache sets.

3 PROLONG: The Proposed Work
3.1 Proposed Architecture
In order to support PROLONG we propose a few architectural
changes as compared to the traditional memory hierarchy. We
introduce three new components namely writes set counter (WSC),
a small SRAM buffer located between the STT-RAM LLC and the
Main Memory and a Liveness Score Counter (LSC). Figure 5 depicts
the newly proposed architecture. RQ depicts the Read Queue and
WQ depicts the Write Queue of the LLC. The SRAM Buffer is placed
in between the LLC and MM in the memory hierarchy and before
checking for any block in the MM we check for it in the SRAM
Buffer. Each block present in the LLC is also equipped with the
“Liveness Score” counter (LSC) while each and every set is equipped
with a WSC.

3.1.1 Writes set counter (WSC). Each set of the STT-RAM LLC is
equipped with a dedicated 8-bit write counter. These write counters
are updated whenever there is a write into that specific set of
the STT-RAM LLC. Whenever the write counter is saturated in a
specific epoch, for the next epoch the write count for that specific
write counter is halved. This way any new incoming writes can
again be counted in that counter. This way the significance of the
write intensity in that counter is not explicitly dismissed for the
upcoming epochs.

3.1.2 SRAM Buffer. A small SRAM buffer is placed in between
the STT-RAM LLC and the Main Memory. This buffer is used to
store selective high priority writes from write hot ways, that have
been bypassed from the STT-RAM LLC by PROLONG to reduce the
inter-set write variation. The writes that are stored in the SRAM
buffer are those writes that have high “liveness score”, i.e. these
writes have a high probability to be recalled and may be used again
in the near future by the LLC. We conduct studies with buffer size
varying from 32KB to 512KB. The buffer is divided into multiple
parts of 32 entries and a block can be mapped into a fixed part
like set-associative cache. The FIFO replacement policy is used for
each part separately. Prior to sending any LLC miss request to the
main memory, the block is first searched in the buffer. In case of a
hit in the buffer, the block is moved back into the LLC. The main
purpose of this buffer is to reduce the side effects of bypassing in
PROLONG and maintain the performance of the system as time
taken to service a block from memory will be drastically greater
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than the time taken to service it from the small SRAM buffer in
case of a hit.

3.1.3 Liveness Score Counter (LSC). Every block in the STT-RAM
LLC is equipped with a 2-bit “liveness score” counter (LSC) whose
value is updated upon every access to the blocks from L2. It is used
to store the liveness score of the block.

Liveness Score of a block is defined as the reuse probability of
the LLC block in the L2 cache. 32 observer sets present in both the
L2 and the LLC are used in order for learning the reuse probability
of the block similar to [11], [14]. It uses program counters (PC’s)
to sample the blocks. At the L2 cache, hashed PC’s (Instruction
addresses that last accessed the cache line in the L2) is maintained
as a reference table. This table consists of four 10-bit counters each
mapping to a liveness buckets ranging from 0 to 20%, 21 to 50%,
51 to 70%, and 71 to 100%. The proportion of writes in an access
PC being recalled from the LLC is defined as liveness. 20% liveness
implies there were 20 reads among 100 writes to the LLC in a single
PC based access. Liveness counters are decremented during eviction
of a block from an L2 observer set. The sampler technique described
in [11], [14] provides us a reference for usage of partial-PC tags for
blocks in the observer sets. Initially whenever a block is written
into L2 cache the liveness counters are set as 0. Upon a LLC hit, the
liveness counters of the access PC are incremented. Eviction and
hits have different changes in the liveness counters for observer
sets. Eviction of a block having 21-50% liveness counter leads to
counter decrement of 2 and on a hit it is incremented by 10 for both
21-50% counter and 0-20% counter. A positive value of this counter
indicates that it has at least 20% liveness. A 2-bit liveness score
value is also assigned to every new incoming block in the L2 if it
is not in the observer set, based on its previous PC based observer
set value. The highest liveness bucket has the highest priority. For
example, if both 71 to 100% and 51 to 70% liveness counters are both
positive, the line is assigned the 71 to 100% live score. Only four
buckets are being tracked for each block, hence 2 bits are required
for the liveness score in L2. The liveness score is part of the L2
evicted block. An LSC is assigned to store this liveness score value
in LLC. Initially, any new write will have a default liveness score of
0 corresponding to the 0-20% liveness bucket.

3.2 Working of PROLONG
The main idea is to selectively enable bypass for only the heavily
written sets. This helps in making the writes uniform throughout
the cache sets. The write bypass depends on two parameters: the
liveness score counter (LSC) and the write set counter (WSC).

The LSC of any block in the LLC can range from 0 to 3. Table
2 represents how the write liveness score buckets and their status
bits are assigned based on their liveness percentage.

Write Hot (WH) bucket selection among sets: Whenever
there is an incoming write, that can either be a L2 write-back or a
Last Level Cache miss, the write set counter is incremented. The
WSC indicates the write hotness of the set. A cache-set is set to be
write hot if it has garnered repeated writes to it within an epoch.
After every epoch, which is a certain number of instructions, we
identify the write hot sets and then we target priority based write
bypassing from these write hot sets. These write hot sets are fur-
ther classified into three categories equally and different degrees of

Table 2: Bucket Distribution among sets based on Liveness
Score (LS).

LSC Bucket LSC Bit Value Liveness Percentage
LS0 00 0-20%
LS1 01 21-50%
LS2 10 51-70%
LS3 11 71-100%

bypassing are applied to each category. The number of sets selected
to be bypassed is based on the bypass aggressiveness percentage.
We consider bypass aggressiveness from 2% heavily written sets
to 15% heavily written sets. The chosen hot sets are subsequently
distributed evenly among three buckets, determined by their respec-
tive write counters. Sets with the highest write count are allocated
to bucket 𝐻3, those with a medium write count are assigned to
bucket 𝐻2, and sets with the lowest write hotness among the hot
sets are placed in bucket 𝐻1. Remaining sets that show less write
activity, are allocated to 𝐻0 bucket. To store the bucket status bit
for each block, 2 bits per cache-set are required. Table 3 shows how
the write hot buckets and their status bits are assigned.

Table 3: Bucket Distribution among sets based on Write
Counter.

WH
Bucket

Bit
Value

Set Status

𝐻0 00 Sets that are not write hot
𝐻1 01 Write hot sets with low writes
𝐻2 10 Write hot sets with medium writes
𝐻3 11 Write hot sets with high writes

Bypassing decision and aggressiveness: At the beginning of
each epoch, adjustments to the write counters and write hot buckets
for every set are necessary. Write hot sets among all sets in an LLC
are identified based on the level of bypassing aggressiveness. The
more aggressive the bypassing, the greater the number of write
hot sets selected. These write hot sets are divided into write hot
buckets and the bucket values for each set are assigned accordingly.
The distribution of write hot sets is allocated uniformly among the
three write hot buckets: 𝐻1, 𝐻2 and 𝐻3 as depicted in Table 3.

Bypass Aggressiveness is defined as percentage of sets consid-
ered as hot sets. Suppose if the write bypassing aggressiveness
is 15%, we consider 15% of all sets in the cache as write hot. The
top 5% write hot sets are assigned to H3 then the medium 5% is
assigned to H2 and the lowest 5% among the hot sets is assigned to
H1. The LSC of the blocks is automatically re-calibrated after every
cache access. When a write-back request is generated from L2, the
block needs to be either written in LLC or bypassed. The decision is
taken based on the liveness score of the block and the WH bucket
it maps to. It first inspects the WH bucket of the set to which the
write block needs to be written. If it is in 𝐻0, there will be no write
bypassing. Conversely, if the writes are identified to be directed
to the write hot sets (𝐻3, 𝐻2 or 𝐻1), we need to assess whether the
incoming writes should be bypassed or not. Write Bypassing logic
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for incoming write-backs to the STT-RAM LLC sets are depicted
through Table 4.

Table 4: Write Bypassing based on Write Hot Sets (WH) and
LSC Buckets.

WH
Bucket

LS Bucket Bypassing

1 𝐻0 LS0, LS1, LS2, LS3 No Bypassing
2 𝐻1 LS3, LS2, LS1 No Bypassing
3 𝐻1 LS0 Bypass to Main Memory
4 𝐻2 LS3, LS2 No Bypassing
5 𝐻2 LS1 Bypass to Buffer
6 𝐻2 LS0 Bypass to Main Memory
7 𝐻3 LS3 No Bypassing
8 𝐻3 LS2, LS1 Bypass to Buffer
9 𝐻3 LS0 Bypass to Main Memory

Table 4 indicates that selection 1, 2, 4 and 7 will always lead to no
write bypassing from the designated set, i.e. the write will occur in
its original state. This shows that blocks with higher liveness score,
specifically LS3 will not be bypassed in any situation. Selection 3, 6
and 9 indicate that low priority blocks with LS0 are not needed to
be stored in write hot sets and are directly bypassed to the main
memory. The remaining selection 5 and 8 depict the conditions
necessary in order to bypass writes from the write hot sets to the
SRAM buffer.

3.3 PROLONG Algorithm
The work flow of the proposed PROLONG is depicted through the
Figure 5. It comprises of the following steps:

Step-1: Upon receiving a write-back request from L2, it is in-
serted into the write queue (WQ) of the LLC, and its LSC value is
evaluated from the incoming LS value.

Step-2: The LSC bucket value of the write request and the WH
bucket value of the set is both compared and the decision of by-
passing is taken based on the logic depicted in Table 4.

Step-3: If both conditions are met simultaneously, i.e., the LS
bucket and the WH bucket are favourable than, the write may be
bypassed to the SRAM buffer if they have a high LS value.

Step-4:Writes with low LS that have been selected for bypass
are directly sent to the main memory.

These processes are calculated simultaneously with the working
of the cache and are not under the critical path. However, the
the SRAM buffer access time during a LLC miss comes under the
critical path. We have considered this buffer access time in our
experimental analysis (Section 5.3).

4 Experimental Setup
4.1 Simulator Setup
For all the experimental implementation of this work we use the
ChampSim Simulator [6]. ChampSim replicates a diverse multicore
system featuring various cores and a custom memory hierarchy,
allowing each out-of-order core to be individually configured ac-
cording to specific requirements. Our experiments are conducted
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Figure 5: Architecture and Steps in PROLONG Algorithm

Table 5: Simulation parameters of the baseline system.

System Com-
ponents

Parameters

Core Out-of-order, bimodal branch predictor,
4 GHz with 6-issue width, 4-retire width,
352-entry ROB

L1I 32 KB, 8-way, 4 cycles
L1D 48 KB, 12-way, 5 cycles
L2 1MB, 8-way, 10 cycles, LRU
LLC 4MB, STT-RAM, 16-way,WL: 100 cycles, RL:

20 cycles, LRU
MSHRs 8/16/32 at L1I/L1D/L2, 64/core at the LLC
DRAM con-
troller

64-entry RQ and WQ, reads prioritized over
writes, Burst write: 6/8th of queue size

DRAM chip 4KB row-buffer per bank, open page, burst
length 16, tRP: 12.5ns, tRCD: 12.5ns, tCAS:
12.5ns

on a single and multicore (mainly 4 core) system with three lev-
els of cache hierarchy. L1 and L2 are SRAM based caches. The L3
(LLC) is designed with STT-RAM. For the multicore setup L3 is a
shared cache. The ChampSim is modified to support the STT-RAM
LLC. Table 5 shows us the detailed parameters of the system used.
WL denotes Write Latency while RL denotes Read Latency. All our
timing parametrers have been calculated with the help of CACTI
[23].

We compare our work with existing approaches namely, PoLF
[27], WAD [9],SwS [27], G-OAS [9], SWWR [2] and DWAWR [2]
and the baseline STT-RAM LLC. The baseline LLC uses LRU re-
placement policy and has no wear-levelling policy implemented.
In PoLF the flush threshold (FT) value has been assigned as 16 for
the simulations. WAD uses the clean-LRU block displacement algo-
rithm along with a 3-bit saturating counters (SC). SwS only helps
in swapping the mapping of two sets at once and all other sets are
shifted gradually. Swapping only occurs if the total write count
of the cache crosses a certain swap threshold (ST). G-OAS groups
the cache sets into small groups (4,8,16,etc.) and swaps the write
hot sets with the cold sets within the different groups. G-OAS(4)
indicates that 4 groups of sets are considered based on their write
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Table 6: Different PROLONG configurations used.

Bypassing Ag-
gressiveness %

Buffer Sizes

PRO(2%) 32KB, 64KB, 128KB, 256KB and 512KB
PRO(5%) 32KB, 64KB, 128KB, 256KB and 512KB
PRO(10%) 32KB, 64KB, 128KB, 256KB and 512KB
PRO(15%) 32KB, 64KB, 128KB, 256KB and 512KB

hotness similar to our configuration. SWWR uses a window size
of 4 ways with a 12-bit write counter per window. DWAWR uses
a 11-bit write counter per way for counting the writes. Different
configurations of our work are shown in Table 6. We implement
PROLONG with varying configurations based on bypass aggres-
siveness and SRAM buffer size. PRO(𝑥%) indicates that the bypass
aggressiveness of PROLONG is 𝑥%. Our work uses only an 8-bit
counter per set for WSC because it is enough in calculating the
writes over our chosen epoch size. An extra 2-bit counter is used for
every set along with the WSC which is used to store the WH bucket
value. For our experiments, we consider epoch size to be 105 in-
structions. In a single-core setup for each workload, the simulation
commences with a 100 million instruction warm-up phase, followed
by an additional 1 billion instruction run to reach completion. In
case of multicore setup a 50 million instruction warm-up and a
250M instruction run was deployed for our quad core systems.

4.2 Workloads
We have used write intensive benchmarks from SPEC CPU 2006
benchmark suites [7]. We first simulated the SPEC CPU 2006 work-
loads and identified those workloads that are write intensive in LLC.
A few write intensive graph benchmarks from the GAP benchmark
suite[4] were also used for our simulations. Table 7 identifies all the
write intensive workloads on which our single-core simulations
have been run.

Table 7: Workloads for single-core system.

Benchmark Suite Write Intensive Workloads
SPEC 2006 cactusADM, gcc, GemsFDTD, lbm,

leslie3d, libquantum, mcf, milc, soplex,
sphinx3, wrf, xalancbmk, zeusmp

GAP bc, bfs, cc, pr, sssp

For the quad-core setup, we use 4 different workload mixes.
Each mix has different characteristics. The workload mixes are
depicted in Table 8. ’L’ denotes low write intensive workloads and
’H’ denotes high write intensive workloads. ’G’ denotes Graph
workloads.

5 Results Analysis
5.1 Single-core analysis
In this section we compare different wear-levelling techniques with
the baseline STT-RAM LLC considering various metrics. Among
the different configurations of PROLONG, we consider the con-
figurations only with 512KB buffer in this analysis with varying

Table 8: Workloads for Quad-Core System.

Mix Type Workloads
Mix1-LLHH gobmk, gromacs, mcf, libquantum
Mix2-HHHH mcf, libquantum, lbm, xalancbmk
Mix3-LLLL gobmk, gromacs, gamess, namd
Mix4-GGGG pr (page rank), bc (betweenness central-

ity), bfs (breadth first search), sssp (sin-
gle source shortest path)

degrees of aggressiveness. A detailed sensitivity analysis with other
PROLONG configurations is given in Section 5.3. Figure 6 shows
the reduction in inter-set write variation of different wear-levelling
techniques, normalised to baseline. It can be observed from the
figure that, on an average the inter-set write variation reduces by
around 84% in the case of PROLONG (15%) configuration. Among
the existing techniques, SWS and G-OAS(4) achieve inter-set write
variation reduction of 89% and 78%, respectively. Remaining tech-
niques perform poorly. The main reason for the reduction in inter-
set write variation in the case of PROLONG (10% & 15%) is aggres-
sive bypassing of writes from the heavily written sets. However,
it has been observed that excessive aggressive bypassing is not
required as even the 2% aggressiveness achieves 74% reduction in
inter-set write variation over the baseline. The higher the aggres-
siveness of bypass the greater the IPC of the system. More detailed
analysis about aggressiveness is discussed in Section 5.3.

The reduction in intra-set write variation of PROLONG is com-
parable with the existing wear-leveling techniques. As shown in
Figure 7, the reduction in intra-set variation for PROLONG is just
above 18% normalized to baseline. This is comparable with previous
state of the art 15% for PoLF and 29% WAD which are specialized
intra-set write reduction techniques. The reason behind such re-
duction in the existing techniques is that all these techniques try to
distribute the writes among the different ways of the set. There are
two main reasons for reducing the intra-set write variation by PRO-
LONG. First, it has been observed that the intra-set write variation
is high on the sets having more writes. Hence, bypassing writes
from heavily written sets also helps in reducing write variation
within the set. Second reason is based on an insight from PoLF [27].
The idea discussed in PoLF achieves significant improvement in
intra-set write variation by just invalidating random cache blocks.
Bypassing writes also means invalidating the existing block that
belongs to an heavily written set of the LLC. Hence, combining
these two important reasons, PROLONG also shows competitive
reduction (around 18%) in intra-set write variation.

The lifetime of a STT-RAM based LLC is dependant on the max-
imum write count of a single cache line. Bypassing writes from
heavily written sets not only reduces the total number writes per-
formed in the STT-RAM LLC but also reducing the maximum write
count. Hence, PROLONG performs less number of writes in the
LLC as compared to the other techniques. The existing techniques
sometimes even increase the number of writes because of invali-
dating important blocks from the LLC. These important blocks, the
blocks that are likely to be reused in the future, need to be fetched
from the main memory again, leading to more writes at the LLC.
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Figure 6: Percentage Reduction in Inter-set WV in Single-core System (higher the better).

Figure 7: Percentage Reduction in Intra-set WV in Single-core System (higher the better).

Figure 8: Comparison of Normalized Total Write Count in single-core Systems (lower is better).

Missed important blocks can potentially lead to performance degra-
dation. However, in PROLONG, the write bypassing takes place
based on a liveness score of the block. The liveness score indicates
the possibility of the block being reused again in the near future.
Therefore, the possibility of bypassing an important block is less as
compared to the other state of the art. Figure 8 shows the compar-
ison in number of writes by different techniques as compared to
the baseline, i.e. Normalized Total Writes. It can be observed from
the figure that the reduction in writes is more in PROLONG where
in other techniques that do not employ write bypassing and the

writes are either more or equal to that of the baseline (LRU). Figure
8 depicts the various configurations of PROLONG with varying
degrees of aggressiveness (2-15%).

Figure 9 shows the improvements in lifetime over the baseline
by the various wear-levelling techniques considered. As mentioned
in Section 2.3, the lifetime depends on write variations and the
maximum number of writes in a cache line. PROLONG improves all
the three parameters as shown in Figure 6, 7 & 8. Therefore, Figure
9 shows significantly better lifetime than the other techniques. All
the other existing techniques can enhance the lifetime at maximum
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Figure 9: Comparison of Normalized Lifetime in single-core Systems (higher the better).

Figure 10: Comparison of Normalized IPC in single-core Systems (higher the better).

Figure 11: Average Comparison of PROLONG in Single-core Systems with State of the art.

by 9𝑥 wheres PROLONG enhances it by nearly 22𝑥 , for the single-
core configuration. Here, the lifetime is calculated as the normalized
lifetime over baseline.

Impact on performance: While achieving significant improve-
ment in lifetime, PROLONG does not degrade (on an average) the
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performance of the system. Normalized IPC is used as the metric to
show the various performance improvements as compared to the
other state of the art. Figure 10 shows that PROLONG matches the
performance of baseline and in some cases namely, bc, cc, pr, sssp,
gcc and sphinx, PROLONG achieves more than 10% performance
improvement over the baseline. The average improvement ranges
from 0-2%. The reason behind the improvement is because of by-
passing the less important blocks from the cache. As discussed in
Density [14], bypassing less important blocks reduces the conges-
tion in the read/write queue at the LLC and hence improves the
efficiency of the LLC. Because of lesser aggressive bypassing than
discussed in Density [14], PROLONG does not attain performance
improvements similar to Density. The other existing wear-leveling
techniques, PoLF, WAD, SWS and G-OAS(4) show a significant
drop in performance. Similar to PROLONG, SWWR and DWAWR
almost achieve baseline performance. This is the main benefit of
PROLONG as it improves the lifetime significantly as compared to
the existing techniques without degrading the performance.

Figure 12: Percentage Reduction in Inter-set WV for Multi-
core Systems (higher the better).

Figure 13: Percentage Reduction in Intra-set WV for Multi-
core Systems (higher the better).

Improvement analysis: Figure 11(a) shows the geomean re-
duction in terms of write variations both inter and intra-set write
variation as compared to the baseline and other state of the art
configurations. Figure 11(b) shows us the reduction in the total
write count of PROLONG that occurs due to write bypassing. It is
depicted as the percentage reduction in write count as compared to
baseline. Other wear levelling techniques show an increase in the
write count as compared to baseline. The number of writes may
increase but we see that the maximum write count does not due
to effective wear levelling. Figure 11(c) shows us how the lifetime
is effected effected by the various existing techniques considered
along with PROLONG. Figure 11(d) deals with the effect of the

state of the art on the performance calculated as Normalized IPC,
over baseline. The improvement shown in these figures are the
geometric mean values of all the workloads considered for study. It
can be observed that PROLONG reduces both inter-set and intra-
set write variation by almost 84% and 19% respectively. The write
count in existing techniques is more than the baseline wheres in
PROLONG it reduces because of its efficient bypassing. As the by-
pass aggressiveness of PROLONG increases, the reduction in write
count increases due to the bypassing of unimportant blocks. The
significant improvement in write variations reduction and write
count reduction makes PROLONG improve the lifetime as shown in
Figure 11(d). An important point to observe here is that the higher
the bypass aggressiveness, the higher the lifetime.

Figure 14: Normalized Lifetime w.r.t. baseline (LRU) for Mul-
ticore Systems (higher the better).

Figure 15: Normalized Total Writes w.r.t. baseline (LRU) for
Multicore Systems (lower is better).

Figure 16: Normalized IPC w.r.t. baseline (LRU) for Multicore
Systems (higher the better).

5.2 Multicore Analysis
Multicore experiments show the behaviour similar to single-core
experiments but in an amplified scale. Figure 12 and 13 show the
comparison of different wear-levelling techniques for reduction in
inter-set and intra-set write variations. The reduction of intra-set
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variation by PROLONG is slightly less than single-core i.e. a maxi-
mum of 12%, while the inter-set write reduction is greater than the
single-core system nearly by 89%. For multicore setup, Figure 14
shows that PROLONG enhances the lifetime up to 35𝑥 . However,
a close observation shows that the enhancement is gradual and
similar to single-core forMix2. However,Mix1,Mix3 andMix4 PRO-
LONG shows a much higher enhancement. This occurs because of
extensive bypassing of writes that will not be accessed again in the
near future as these workloads have a major mix of read intensive
instructions and graph workloads. The write count in the LLC de-
creases drastically with increasing aggressiveness of bypassing as
depicted in Figure 15. Figure 16 shows the performance (Normal-
ized IPC) improvements over the baseline. It can be observed from
the figure that the performance of PROLONG is almost similar as
baseline. However, the performance of the existing wear levelling
techniques goes below the baseline.

5.3 Sensitivity Analysis
In this section we discuss about the various possible configurations
of PROLONG and reason the optimum configuration. For the analy-
sis of this section, PROLONG is considered with five different sizes
of SRAM buffer: 32KB, 64KB, 128KB, 256KB, and 512KB. For all the
earlier experiments we considered buffer size of 512KB. Each buffer
is divided into multiple parts of 32 entries just like a set-associative
cache such that the access time of the buffer can be reduced. Con-
sidering the latencies in Table 9, we perform experiments in this
section. For each buffer size, PROLONG considered four categories
of bypass aggressiveness: 2%, 5%, 10%, and 15%.

Table 9: The important hardware parameters of the SRAM
buffer used in PROLONG. The parameters are extracted from
CACTI [23].

Buffer
Size

Access
Latency

Static
Power

Dynamic
Energy
per Access

Area Con-
sumption

32KB 4.3ns 1.78nJ 19.44mW 6.1mm2

64KB 4.4ns 1.81nJ 33.16mW 6.55mm2

128KB 4.5ns 1.83nJ 60.74mW 7.4mm2

256KB 4.8ns 1.86nJ 110.21mW 8.9mm2

512KB 5.3ns 1.91nJ 168.65mW 10.45mm2

Figure 17 shows the improvement in PROLONG over baseline in
a single-core system. The improvements are shown for write varia-
tion, write count, lifetime and performance. It can be observed from
Figure 17(a) that the improvements in intra-set write variations are
almost similar with slight increments in reduction with increment
in buffer size. The inter-set write variations slightly varies over
different PROLONG configurations. However, the variations are
within 6%. Figure 17(b) shows that the number of writes in LLC
reduces with increase in bypass aggressiveness. A 512KB buffer
with 15% bypass aggressiveness depicts a 14% decrease in the over-
all write count. The change in normalized lifetime (as shown in
Figure 17(c)) over the different PROLONG configurations varies
up to 1.5𝑥 . The minimal lifetime improvement is only 17𝑥 while
the maximum is nearly 25𝑥 . Figure 17(d) shows that there is no

significant improvement in the performance with an increase in
the SRAM buffer size. The main reason behind this behaviour is the
high write latency of the larger SRAM buffers. The write latency
of the SRAM buffer increase slightly with its increasing size as
depicted in Table 9.

Hence, from the above discussion it can be concluded that a
PROLONG configuration with large SRAM buffer is not improving
noticeably. Furthermore, they have a larger hardware overhead
that make it an unattractive prospect. Buffer sizes that are small
are also not optimal as it lags behind in the lifetime improvement.
Therefore, buffer sizes that are in the middle like 128KB can provide
the best of both worlds with minimal hardware overhead and high
normalized lifetime for highly aggressive write bypassing is more
advisable. The results from multicore setup also reflects the similar
insights but in a more heightened sense.

5.4 Importance of SRAM buffer
In this section we discuss the importance of using an SRAM buffer
in PROLONG. Since the bypass aggressiveness that we used for
PROLONG is more than the aggressiveness used in Density [14],
there is a likelihood that PROLONG bypasses important blocks. The
buffer is used to store such blocks. Figure 18 shows the buffer hit
per LLC bypass. It can be observed from the figure that the hit rate
in buffer increases with increasing buffer size. This implies that the
larger the buffer it stores more important blocks with high proba-
bility of being reused again. As the bypass aggressiveness increases,
more loads are coming to the SRAM buffer and hence the hit rate is
also increasing. However, from the figure, it can be observed that
without the SRAM buffer there will be multiple request which need
to be served from main memory. Hence, the SRAM buffer plays an
important role from the performance perspective.

5.5 Comparison with other write bypassing
techniques

Write bypassing was originally used for reducing the number of
writes and enhancing the performance of STT-RAM LLC [14]. PRO-
LONG uses it for enhancing the LLC lifetime by reducing the write
variations and write counts. Figure 19 shows the connection be-
tween PROLONG and Density [14]. From the Figure 19 for single-
core systems it can be observed that PROLONG enhances the life-
time by 22𝑥 where in case of Density the lifetime enhancement is
almost negligible as compared to baseline. This is because, Den-
sity is designed to bypasses writes to reduce the congestion in
read/write queue. It even bypasses less important blocks through-
out the LLC. However, PROLONG does more aggressive bypass
only from some selective sets. On the other hand, Density shows
higher performance improvement over baseline as compared to
PROLONG as depicted in Figure 20.

5.6 Hardware Overhead and Energy
Consumption

Table 10 presents the total area overhead of PROLONG for a given
buffer size. Overhead comprises of write counters, WH bucket
counters, LSC apart from the buffer. Since the other hardware
components in PROLONG are almost same as baseline, the ad-
ditional energy consumed by PROLONG (𝐴𝐸𝑝𝑟𝑜 ) can be calculated
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Figure 17: Comparison of different PROLONG configurations with baseline in a single-core environment. PRO(𝑥%) means the
bypass aggressiveness of PROLONG is 𝑥%. Each bypass aggressiveness value is experimented with 32KB, 64KB, 128KB, 256KB,
and 512KB of buffer size.

Figure 18: Buffer hit per write bypass in different configura-
tions of PROLONG (higher the better).

Figure 19: Comparison of Normalized Lifetime of PROLONG
with Density [14] (higher the better).

as 𝐴𝐸𝑝𝑟𝑜 = 𝐸𝑏𝑢𝑓 𝑓 − 𝐸𝑤𝑟𝑖𝑡𝑒 . Where 𝐸𝑏𝑢𝑓 𝑓 is the energy consumed
by the SRAM buffer and 𝐸𝑤𝑟𝑖𝑡𝑒 is the energy saved by reducing the
number of writes. We have used CACTI [23] to model the SRAM
buffer. Experimental analysis with all sizes of SRAM buffer found
that the value of𝐴𝐸𝑝𝑟𝑜 is always negative, implying that PROLONG

Figure 20: Comparison of Normalized IPC of PROLONG with
Density [14] (higher the better).

do not have any additional energy overhead with any buffer size
which is enough to get the benefit that we are expecting.

Table 10: Storage Overhead of Prolong.

Buffer Size Total Over-
head

Overhead over Base-
line

32KB 53KB 1.29%
64KB 85KB 2.08%
128KB 149KB 3.63%
256KB 277KB 6.76%
512KB 533KB 13.01%

5.7 Lifetime Comparison Analysis
Table 11 represents the Normalized Lifetime of various state of
the art techniques as compared with the different configurations
of PROLONG over various write intensive workloads from both
the SPEC-2006 benchmark suite and some write intensive graph
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workloads from the GAP benchmark suite. The lifetime values are
normalized over baseline that is the STT-RAM based LLC employ-
ing LRU replacement policy with no wear levelling policy. Here,
all the PROLONG configurations are set up with 512KB SRAM
buffer. The graph benchmarks generally depict a higher degree of
normalized lifetime up-to nearly 49𝑥 for PRO(15%). The highest
normalized lifetime in case of SPEC 2006 workloads is only up-to
40𝑥 for PRO(15%). Table 11 shows that the geometric mean normal-
ized lifetime for the state of the art is a maximum of 9𝑥 in case of
DWAWR, whereas PRO(15%) shows the largest geometric mean
normalized lifetime of 22.32𝑥 . A clear trend is visible in this Table 11
of increasing normalized lifetime with increasing degree of bypass
aggressiveness.

6 Related Works
The existing literature presents a variety of proposed techniques
for both inter-set and intra-set cache wear-leveling. We provide a
brief overview of these policies. Additionally, we delve into existing
inter-set cache wear-leveling techniques and a few proposed write
bypassing techniques. Some hybrid caches were also introduced
for the purpose of increasing the lifetime of the NVM based LLC’s.

EqualChance, as reported by Mittal et al. [19], employs a strategy
of transferring or swapping blocks within the cache set which are
write-intensive, with invalid or clean blocks. The process is gov-
erned by a write counter threshold. However, this transfer or swap
operation entails additional cycles and higher energy consumption,
primarily due to the increased number of writes occurring within
LLC. Mittal et al. [21] proposed LastingNVCache an intra-set write
variation reduction technique that assigns a write counter for each
block in the cache. When the counter value surpasses a predefined
threshold, the new write on that block is bypassed. Mittal et al. [18]
proposed a color mapping modification technique for reduction in
inter-set write variation. Agarwal et al. [1] proposes a technique
which divides sets into groups and a set in each group has both
a normal part and a reserved part. Sets in a group are allowed to
share the reserved part with those sets in the same group such that
there is uniform distribution of writes. Wang et al. [26] proposed an
Obstruction-Aware Cache Management Policy for STT-RAM Last-
Level Caches (OAP). OAP focuses on periodic cache monitoring for
the obstructive processes and then manages them accordingly.

A lot of hybrid cache techniques have been proposed over the
years that comprises of both SRAM and NVM part. They aim to
make the NVM part read intensive and the SRAM write intensive.
Ayush proposed by Mittal et al. [20] is responsible for reduction
in write variation because of block wise data movements among
the different areas of the cache. Write migration happens to the
SRAM part of the cache and read intensive blocks are stored in
the NVM area. Lin et al. [17] proposed two access aware policies
that were responsible to handle unbalanced STT-RAM wear-out
and a partitioning scheme which is dynamic and depends on the
wear-out. Wu et al. [31] highlights the use of different memory
technologies at different cache levels and at the same level of cache
with the help of which they have been able to achieve a bit of
performance improvement but a high level of power reduction.
HALLS [15] is a highly adaptable system that configures the best
type of LLC based on the type of applications that are needed to be

executed. Li et al. [16] proposed a Dual Associative Hybrid Cache
(DAHYC) and their respective replacement policies which targeted
having SRAM blocks along with NVM blocks in the same set of a
cache. The replacement policy helps in managing the placement of
the incoming write blocks in the volatile SRAM part or the NVM
part efficiently. Wu et al. [32] proposed two different techniques
where the on-chip cache hierarchy were made up of different type
of memory technologies in different levels of the cache, i.e. Level
based Hybrid Cache Architecture (LHCA) and also in the same level
of the cache, i.e. Region based Hybrid Cache Architecture (RHCA).

There has been various other techniques that aim at improving
lifetime. Wang et al. [28] proposed a unique solution where the
cache has been partitioned into two and to balance the writes
into those partitions they swap the two partitions based on the
type of applications dynamically. The read intensive blocks will
be positioned in the STT-RAM portion while the write intensive
blocks will be positioned in the SRAM portion. They had proposed
hardware based partitioning and software based partitioning as
well. Saraf et al. [25] proposed a refresh aware replacement policy
for write optimized STT-RAM’s. They targeted those blocks to
replace that were about to be invalidated instead of the recently
refreshed block.

Write Bypassing techniques have been used in STT-RAM LLC
in order to increase the cache performance and also to reduce the
power consumption. Dybdahl et al. [5] initially proposed a write
bypassing technique for LLC performance improvement. They iden-
tify the potential misses early and tend to bypass only those blocks.
Zhang et al. [33] proposed a statistics based write bypassing tech-
nique (SBAC) which is based on the stats of the whole cache and
instead of depending of only a single cache line. Kim et al. [12] pro-
posed a inclusive bypass tag cache (IBTC) for NVM’s. This method
was presented to implement proper cache coherence for inclusive
caches. Density proposed by Korgaonkar et al. [14] highlighted
a reuse based cache bypassing technique that assigns a priority
to any incoming block. This is helped through determining their
liveness score which is important in determining weather a write-
back to a LLC from the L2 cache is having the chance to be reused
again in the near future. Wang et al. [29] proposed an adaptive LLC
write bypassing technique for hybrid STT-RAM’s which focuses
on movement, bypassing and data placement based on the type of
predetermined incoming write. Bagchi et. al [3] recently proposed,
Performance Optimization and Endurance Management for Non-
volatile Caches (POEM) which aimed at aggressively bypassing
both write backs from the upper level cache and writes from the
main memory while redistributing the remaining writes evenly
among the cache lines. This not only helped them in gaining a
significant improvement in performance but also helped with wear
levelling and thereby enhancing the lifetime of the NVM based
LLC.

7 Conclusion
Through our work we have highlighted the need for STT-RAM
LLC’s over SRAM based LLC’s, but implementing purely STT-RAM
LLC’s come with their own set of issues like performance degra-
dation and lifetime. Therefore, we propose PROLONG which is an
innovative, power efficient and cost effective architecture that aims
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Table 11: Normalized Lifetime of Write Intensive Workloads.

Workloads PoLF WAD SWS G-OAS(4) SWWR DWAWR Pro(2%) Pro(5%) Pro(10%) Pro(15%)
GAP
bc 2.75 4.04 5.52 5.22 7.65 9.06 26.23 26.87 29.29 31.11
bfs 1.22 11.04 12.54 12.16 5.40 11.41 8.14 9.21 11.41 12.93
cc 1.39 4.89 6.41 6.10 6.10 9.28 26.74 28.07 30.82 32.73
pr 0.23 3.26 4.62 4.31 4.43 7.13 43.66 44.25 47.05 48.93
sssp 2.04 5.11 6.71 6.38 6.38 5.74 30.60 32.08 34.62 36.72

SPEC-2006
cactus 6.45 6.45 7.84 7.84 3.77 13.79 10.00 12.24 14.58 16.20
gcc 2.81 3.39 5.17 4.57 3.39 6.40 10.24 12.27 15.09 16.56
Gems 2.61 1.41 2.85 2.61 3.59 13.35 5.61 6.39 8.52 9.90
lbm 1.52 5.95 7.44 7.01 4.30 14.10 6.59 7.23 9.43 11.02

leslie3d 0.87 2.21 3.58 3.35 6.68 8.43 16.04 16.92 19.33 20.89
libquantum 3.62 8.13 9.58 9.37 3.25 12.82 7.12 7.92 10.00 11.50

mcf 1.86 5.48 6.93 6.55 8.82 10.11 29.91 30.48 33.06 34.76
milc 4.81 3.43 4.81 4.53 6.52 8.49 34.71 35.33 38.03 39.83
soplex 1.96 1.56 2.97 2.77 0.78 5.69 22.07 22.93 25.30 27.14
sphinx 2.24 0.95 2.56 2.24 5.96 8.11 16.79 18.08 20.75 22.61
wrf 4.90 5.94 8.08 7.00 4.90 15.05 15.05 18.89 21.59 24.42

xalancbmk 1.25 3.05 4.52 4.11 4.11 13.76 30.43 31.28 33.88 35.68
zeusmp 2.27 4.65 7.14 5.88 5.88 3.45 7.14 11.11 13.92 15.38

Geomean All 2.00 3.80 5.57 5.16 4.63 9.14 15.88 17.62 20.43 22.32

at reducing the inter-set write variation and improve the lifetime
of the STT-RAM LLC drastically without compromising on the
performance of the system. Overall we have achieved a 89% reduc-
tion in inter-set write variation and 35 times lifetime improvement
with a 0-2% improvement in performance for multicore systems.
Therefore, PROLONG becomes a practical alternative to the tradi-
tional SRAM based LLC architectures as it can provide both the
performance needed and also the required lifetime to implement
an STT-RAM based LLC.
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