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ABSTRACT
The rapid evolution of GPU architectures necessitates advanced
modeling techniques for optimization and understanding their intri-
cate functionalities. The Performance Prediction Toolkit for GPUs
(PPT-GPU) is an innovative modeling tool developed to deliver
detailed modeling of GPU architectures. It allows researchers and
developers to understand, analyze, and predict the behavior of differ-
ent GPU components under various computational loads. PPT-GPU
is invaluable in enabling detailed insights into GPU architectures,
such as memory performance metrics, total active cycles, and uti-
lization of GPU resources.

This paper extends PPT-GPU to model the NVIDIA Ampere
architecture. Specifically, we focus on modeling the shared memory
and the register spilling represented by the local memory operations.
We have used several performance metrics to validate our work
against Nvidia Nsight. Additionally, our refined version of PPT-
GPU offers detailed metrics, capturing active cycles of functional
units, an essential aspect in analyzing application performance
constraints. The enhanced PPT-GPU has an average prediction
error of 14.6% for total active cycles and 13% and 13.3% for the L1
and L2 hit rates, respectively.
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1 INTRODUCTION
The advent of advanced Graphics Processing Units (GPUs) like
Nvidia Ampere [14] architecture has brought forth a new era of
computational power and efficiency. To fully leverage these capa-
bilities and optimize GPU-based applications, there is a need for
precise modeling and understanding of such complex architectures.
In this study, we have significantly enhanced a tool known as PPT-
GPU [4, 6] to facilitate comprehensive modeling of the Ampere
architecture, specifically focusing on shared and local memories.

The A100 GPU [13], as a representation of the cutting-edge Am-
pere architecture, embodies significant innovations in its on-chip
memory systems and computational units. The new design of the
shared memory (Fig. 1) presented in Ampere architecture achieves
high optimization via asynchronous copy operations, which elim-
inate idleness by facilitating simultaneous data transmission and
computations and can bypass the L1 cache to save bandwidth and
time. The A100 GPU also provides local memory as an additional
resource for storing thread-specific data when register capacities
are exhausted, thereby balancing data processing speed and storage
requirements.

Before our enhancements, PPT-GPU was accurately modeling
Volta and Turing architectures [4]. However, accurate modeling
of the Ampere architecture, with its distinctive shared memory
structure, demanded extensions to PPT-GPU.

Initially, the instructions latencies for Ampere were estimated [2].
This was a fundamental step to set the stage for subsequent model-
ing efforts. With these latencies and other specific configurations as
input, we model the new design of the shared and local memories
using our extended PPT-GPU implementation.

We compared our results against Nvidia Nsight [15] to uphold
the integrity and corroborate the efficacy of PPT-GPU. Additionally,
to corroborate the dependability of our tool, we ran a diverse set of
benchmarks, extending from linear algebra (e.g., 2MM, BICG, etc.)
to machine learning applications (e.g., Deepbench).

2 RELATEDWORK
GPGPU-Sim [7], an early tool, provided cycle-level simulations for
GPUs from Fermi to Pascal, but its slow speed limited its use in
large-scale projects. Barra [8], meanwhile, offered functional CUDA
program simulations but needed more depth in capturing architec-
tural details. Wong et al. presented the Multi2Sim tool [18], focusing
on AMD’s architecture. This tool offered a combined CPU and GPU
simulation. Kerr et al. developed a model primarily for predicting
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Figure 1: Shared memory in Ampere [13].

CUDA data transfer times without covering broad architectural
behaviors [9]. The introduction of the Accel-Sim framework [10]
marked a significant step forward, catering to contemporary GPU
architecture research, but its coverage halted at the Volta archi-
tectures. Demonstrated on the A100 GPU, this study significantly
pushes the boundaries beyond previous works, uniquely covering
the innovative design of the Ampere architecture, and stands as the
first to provide a comprehensive model for the said architecture.

3 PPT-GPU
The Performance Prediction Toolkit for GPUs (PPT-GPU) is an
integral part of the Performance Prediction Toolkit (PPT), an open-
source project [5] developed at Los Alamos National Laboratory.
PPT-GPU is a specialized tool designed to facilitate in-depth model-
ing of complex GPU architectures and predicts their performance. It
relies on the SASS [12] instruction traces collected using NVBit [19]
to capture the dynamic behavior of the application accurately.

We undertake an expansive enhancement of PPT-GPU in re-
sponse to the need for a more intricate understanding of the Am-
pere architectures. In the extended PPT-GPU, we make significant
adjustments to cater to the new shared memory design (see Fig-
ure 1). The updated model now recognizes that asynchronous copy
operations in shared memory follow two distinct hardware paths,
resulting in different SASS instructions. One path allows the data to
flow from the global memory through the L1 and L2 caches before
going to the shared memory (LDGSTS.E). The other path, identified
by the “Bypass” operator, facilitates direct data movement from the
global memory to the shared memory (LDGSTS.BYPASS.E).

To model these operations, we collect two different memory
traces for L1 and L2 caches (in the same run) and recognize that
certain operations use L2 while bypassing L1. These traces are then
integrated with the traces of other standard memory operations.
Subsequently, we utilize these traces to calculate the hit rates for
both L1 and L2 caches by leveraging existing reuse distance profiling
methods in PPT-GPU. We also estimate the latency of the direct
path from the global to shared memory via L2 to be about 170 cycles,
compared to 300 cycles for the full path. However, this latency is
hidden as memory operations exchange with the computational
operations.

Local memory plays a significant role in influencing application
performance, making its accurate modeling critical for performance
prediction and optimization efforts [11, 16, 20]. Local memory uses
the same data path as normal memory operations. It takes part
of the global memory and can be cached in the L1 and L2 caches.
Local memory has a thread-private scope similar to the register
file [11]. We gather address traces on a per-block granularity for the
normal global memory operations. Whereas for the local memory,
we collect the traces per warp. Moreover, our analysis found that
the local memory addresses differ from those of other memory
operations. For instance, the standard global operations consistently

Table 1: Local memory metrics error percentages for three
applications from the Cutlass benchmark [17].
%Error FP64_Gemm TF32_Symm Gemm_Softmax
Local LD hit rate 0 4 8
Local ST hit rate 0 6 15
Local trans 0 0 3
Local Requests 0 1 5

Figure 2: Prediction results.

possess 12 hexadecimal digits, and the local memory addresses are
represented with only six digits (e.g., 0X7F088EA22000 vs. 0XFFFC44).
We couple this analysis with the traces collected from load and store
operations of local memory reuse distance profiling to estimate
the hit rates for both operations [3]. Furthermore, we accurately
compute the number of requests and transactions throughout the
kernel execution.

The enhanced PPT-GPU now integrates a wider range of addi-
tional metrics. Among these are local hit rates, transactions, re-
quests, and the measurement of active cycles for Tensor Cores
and various other compute units. Such details aid in providing an
in-depth understanding of the inner workings of the GPU. This ul-
timately assists in pinpointing performance bottlenecks and paves
the way for more efficient optimization of code specific to the Am-
pere architecture.

4 EXPERIMENTAL EVALUATION
We ran experiments using Cuda 11.7.0 on an A100 GPU. We ex-
perimented with a wide range of benchmarks, from simple kernels
like matrix multiplication to large kernels from Deepbench [1], a
machine learning application leveraging tensor cores and shared
memory. We also cross-verified our results against Nvidia Nsight.

Figure 2 highlights three pivotal performance metrics: total ac-
tive cycles and hit rates for L1 and L2 caches. The first six appli-
cations incorporate the updated operations and structure of the
shared memory. For instance, FP64_Gemm instructions bypass the
L1 cache, while instructions in TF32_Gemm access it. The rest use
a combination of these operations.

Finally, we have three applications that use register spilling,
which results in localmemory operations (FP64_Gemm, TF32_Symm,
and Gemm_Softmax). These observations highlight that these ap-
plications effectively leverage the two principal components we
integrated into PPT-GPU.

Figure 2 shows the percentage error in prediction for active cy-
cles, L1 hit rate, and L2 hit rate. The average error in the prediction
of hit rates for L1 and L2 caches are 13% and 13.3%, respectively.
Furthermore, in our evaluation of PPT-GPU, the error in total active
cycles across all applications ranges from a minimum of 3% to a
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maximum of 42%, with an average of 14.6% error. Table 1 summa-
rizes the local memory results. The accuracy of all metrics for the
FP64_Gemm is 100%. For the other two applications, the prediction
error in hit rates of LD and ST operations ranges from 4% to 15%.

5 CONCLUSIONS
In this paper, we modeled the Nvidia Ampere shared and local
memories in-depth and substantially enhanced the PPT-GPU to
depict its local memory and the novel design of its shared mem-
ory. We used a broad set of benchmarks to validate PPT-GPU and
compared the results against Nvidia Nsight. The active cycles, a
primary performance metric, have an average error rate of 14.6%,
while the L1 and L2 cache memories hit rates stand at 13% and
13.3%, respectively.
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