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ABSTRACT
As computer systems grow larger and more complex, it takes more
time to simulate their behavior in detail. Researchers interested in
simulating large-scale systems must choose between less-accurate
high-level models or simulating smaller portions of their bench-
mark suite, both of which are highly manual, offline approaches
that require time-consuming analysis by experts. Multifidelity sim-
ulation aims to lessen this burden by automatically adapting the
fidelity of a simulation to the complexity of the behavior occurring
at any given point in time. We show how a multifidelity memory
system model can be used to accelerate single node simulation by
up to 2x with 1-5% mean absolute percent error in the simulated
instructions per cycle across benchmark suites.

CCS CONCEPTS
• Computing methodologies→ Discrete-event simulation; •
Computer systems organization→ Architectures.

KEYWORDS
Architectural simulation, statistical simulation, memory modeling,
phase detection

1 INTRODUCTION
We consider the problem of how to speed up cycle-level simula-
tions, which attempt to capture the cycle-by-cycle behavior of the
components deemed most critical to the performance of the sys-
tem. We propose a technique, which we refer to as multifidelity
simulation, that trains and utilizes low-fidelity statistical models
during periods of easy-to-predict behavior. For memory-system
simulations, we show that it is possible to speed up end-to-end
simulations by up to 2x with 1-5% mean absolute percent error in
the simulated instructions per cycle across benchmark suites.

Our focus is on cycle-level simulation as it lies in the area be-
tween high-level analytical models [12, 27], which can be hard to
adapt to new systems and can miss the dynamic behavior that is
difficult to capture, and much more detailed RTL-level or gate-level
simulation which is far too expensive to use early in the design
cycle. Cycle-level simulation allows us to run simulations in days
or hours, but still includes a high amount of detail about the system,
making it the ideal place to work towards creating a co-design
workflow, where system designs and algorithms are changed in
tandem.

As processors grow more complex, detailed simulations too take
longer, as each processor has more components that need to be
considered, and system designers want to simulate more processors
working in parallel. While we wish to maintain the flexibility of a
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Figure 1: An example memory access latency trace of the
deriche benchmark from PolyBench. Colors denote phases
identified by the online phase detector.

detailed simulation, we can at the same time realize that we don’t
need the full detail of such a simulation for the entirety of a program.
Fortunately, there exist methods of simulating less than the entire
program in full detail, which we will cover in Section 2. However,
our approach is distinct from most existing work, in that it aims
to automatically adapt the level of detail of the simulation to the
complexity of the behavior of the simulated system. In physical
simulations, such techniques are known as multifidelity simulations
as they utilize multiple models of of the same behavior. For instance,
you may imagine a traffic simulation that has a low-fidelity model
that represents traffic as a flow, which is enough to estimate average
statistics when traffic is moving smoothly, as well as a high-fidelity
model that includes detailed descriptions of driver personality [21]
for when roads are congested. Our goal in this work is to adapt the
ideas of multifidelity simulation to memory system modeling.

To achieve a multifidelity memory system simulation, we will
adapt ideas from recent work on multifidelity cache models [14].
Our contributions include (1) the use of statistical techniques to
identify regions of programs that are suitable for use in training low-
fidelity models, (2) the implementation of multifidelity components
such as phase detection and stability detection in a widely-used
simulator, SST [25], and (3) a multifidelity memory system model.
Beyond the aforementioned 2x speedup and 1-5% average error,
we demonstrate the model’s ability to automatically capture input-
dependent behavior.

2 RELATEDWORK
Due to the popularity of simulation in the process of computer
system design, numerous attempts have been made to accelerate
it. Some techniques are focused on simulating a single node, as
our approach is, but there are even lower-fidelity models used in
the context of large-scale simulation that are related to our work
as well, as we see our work as a way to bridge the gap between
detailed single-node simulation, and the higher-level simulations
used for modeling entire supercomputers.
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2.1 Single node simulation
A single node, cycle-level simulation models a processor together
with its memory system and any accelerators. We can categorize
techniques related to our own into two categories: those that reduce
the number of instructions simulated, and those that reduce the
fidelity of the simulation.

2.1.1 Reducing instruction count. To reduce the number of instruc-
tions simulated, there are popular sampling techniques: statistical
sampling and clustering-based sampled simulation. Statistical sam-
pling reduces the number of instructions simulated by choosing
intervals of the program to at random to simulate in full-detail,
fast-forwarding between them using functional simulation which
advances the program without modeling what is happening in the
simulated components1. This technique has the benefit of providing
rigorous error bars on the predicted performance of the program.
Statistical sampling was pioneered by Conte et al. [6], and the most
modern implementation is QFlex, which uses parallel simulation
and FPGAs to further accelerate simulation [22]. While we do not
provide the error bars that they do, our approach adapts online to
the complexity of the behavior of the program. It is likely that our
approach could be combined with statistical sampling to get the
benefits of both.

Related to this technique is clustering-based sampled simulation,
which first simulates the entire program in detail, and then per-
forms an offline analysis to cluster related regions of the program.
Then the program can be simulated much more efficiently by only
simulating those representative samples. The seminal work in this
area is SimPoint [24]. Barrierpoint[4] extends this method to multi-
threaded, barrier-based programs, and LoopPoint further extends
this arbitrary parallel constructs. However, these approaches are
offline, meaning that simulating the entire program after making
changes to it or changing the input will always be required, in
contrast to our work.

2.1.2 Reducing fidelity. Another approach to increasing the speed
of simulation is through the use of higher-level models which don’t
consider as much detail about the operations of the core (what
we would call a lower-fidelity model). The best example of such as
simulator is Sniper [3], which uses an “interval” core model. In their
model, they make the observation that it is very easy to predict
core performance when there are no miss events, such as TLB and
L1 cache misses. As such, they do not simulate each instruction
in detail as it moves through an out-of-order processor, rather
they model when these miss events will happen. They report an
order of magnitude improvement in runtime over cycle-accurate in
this technique. However, such techniques make many assumptions
about the design of the memory hierarchy and are therefore require
significant effort to alter if onewants to simulate a radically different
memory hierarchy.

To our knowledge, there are two existing multifidelity computer
architecture simulations: 𝐵2Sim [16], and one by Lavin et al. [14]. In
𝐵2Sim, when a basic block is first encountered, it is run in a detailed
out-of-order simulator and information is collected about the block.

1Simulators such as Gem5 [2] support this fast-fowarding by supporting both detailed
and functional core models and the ability to swap between them during simulation,
but users must decide for themselves when this switching happens.

They record the number of cycles spent in the block both in the
core and out of the core. On future invocations, the out-of-order
core model does not need to be run and only the cache is simulated
to get the off-core timings. The framework presented by Lavin et al.
is similar in it also first runs models in full-detail before switching
to lower-fidelity models. However, their framework is more general
and can be applied to more components of the simulation than just
the core, which is why it is the one we will be extending in this
work to include the entire memory system.

2.2 Large-scale simulation
In the world of large-scale simulation, such as simulations of 100’s
or 1000’s of nodes, even less fidelity is used due to the time it
would take to simulate nodes in detail. There are two approaches
to modeling the node behavior that we are aware of: SST’s Ember
library [11] and SST/Macro [1]. While these approaches do not
include much detail on the node model, they are indeed low-fidelity
models. In both Ember simulations and the skeletonized simulations
of SST/Macro, the network is simulated in detail, but the compute is
simulated with a simple delay. Calculating an appropriate delay to
represent the computation is a manual process, requiring architects
to perform studies determining how each compute region behaves
as a function of both program input and the time stamp of the
program, as the behavior may be dynamic. Thus, adapting such
studies to a co-design framework, where the program may change,
is a difficult task. Our work aims to be automated, meaning we can
create the low-fidelity components of our multifidelity models on
the fly, without needing to perform a new study each time we add
a new benchmark to the suite or change the benchmarks.

2.3 Multifidelity modeling
So far we have looked at related work in the field of computer ar-
chitecture, but there is related literature on multifidelity simulation
the world of physics simulations that is somewhat unconnected to
our area of study. However, their methods are quite relevant and we
share many of their ideas here. We will focus on multifidelity simu-
lation which is defined as either a simulation which uses data from
multiple levels of fidelity to construct a single aggregate model, or a
simulation which uses different levels of fidelity at different points
in the simulation.

The most relevant paper [5] develops a framework for adapt-
ing simulation to be multifidelity. Largely, we agree on the tasks
involved in adapting a high-fidelity model with low-fidelity surro-
gates. Namely, it is important to determine low-fidelity candidate
models and to identify where one might switch between high and
low fidelity models. However, there are some key differences be-
tween our work and theirs:

(1) They focus on outer-loop problems, in which a single model
is repeatedly evaluated with varying parameters, meaning
simulations are independent of each other. Our work, how-
ever, is interested in the acceleration of a single simulation
with changing fidelity.

(2) They are able to determine ahead of time where their re-
gions of interest are, which is the region they need high-
fidelity simulation for, meaning their technique is offline.
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2.4 Summary
We have covered the most relevant related work in this section, but
the field is quite large so those wishing to explore further should
turn to more comprehensive treatments of the topic [8, 10].

3 MULTIFIDELITY COMPONENTS
Before we take a look at the new components we need to add to
our simulation, let us first take a look at the system we will be
simulating. For now we will take a high-level look, and later in the
experimental results we can examine the finer details.

3.1 Simulated architecture
For this study, we have chosen a simple architecture with a trace-
based core model, a two-level cache, backed by main memory. This
is depicted in Figure 2.

Core

L1

L2

Main
memory

Memory
system

Figure 2: Simplified diagram of the simulated node architec-
ture. This work will create a multifidelity memory system
model which accelerates the components below the dashed
line.

The simulator is trace-driven, meaning the core model will sim-
ply serve to track the number of outstanding transactions. The
memory system model, which is everything in the figure except for
the core model, will serve as a timing simulator, meaning it only
needs to figure out how long each memory access takes; it does
not need to keep track of actual data being read from or written to
memory.

With the basic structure intact, we can discuss the components
we added to this simulation to (1) decompose the program into
homogeneous regions called phases, (2) find representative regions
of those phases, and (3) create low-fidelity models from those rep-
resentative regions.

3.2 Phase detection
The first problemwemust address in creating a multifidelity simula-
tion is decomposing our problem domain, both in time and in space.
In a physical simulation, how space is decomposed might change
throughout the simulation, such as eddies moving around in a fluid
simulation. Fortunately for us, computer architecture simulations
have well defined boundaries between components, so changing
the fidelity of a single component is no issue, as long as it maintains

the interfaces it uses to talk to other components. However, we still
want to decompose the problem in time as well; this is where phase
detection comes in.

In Figure 3 we can see an example of the data that we want to
replicate with our model. This figure shows the mean memory ac-
cess latency for each interval of 75,000 instructions in correlation,
a benchmark in PolyBench, a benchmark suite of simple kernels
used by compiler writers [13]. We can see that this program goes
through different phases of behavior which would be difficult to
capture in a simple model that aims to summarize the entire pro-
gram. Phase detection will help us to isolate these regions of distinct
behavior.
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Figure 3: Mean memory access latency as a function of time
for the correlation benchmark. Each point represents an av-
erage over 75,000 references. Background colors indicate dif-
ferent phases identified by the phase detector. Grey regions
are transition phases, which indicate that the instruction
working set was changing too quickly at that point to declare
a new phase.

Phase detection has been used in an offline fashion by the popu-
lar SimPoint [24] technique to cluster together similar regions of
execution so that researchers can simulate a single representative
region from each cluster, instead of needing to simulate the entire
program. Our multifidelity algorithm differs significantly though,
as it is online. This led us to choose the algorithm from Dhodapkar
et al.[7], which was used in prior multifidelity work as well [14].
Readers should see Appendix A of that paper to see the algorithm
in more detail.

3.2.1 Dhodapkar algorithm. The algorithm we chose for phase
detection uses only the stream of instruction pointers to determine
the current program phase. It functions, at a high level, as follows:

(1) Break the stream of instruction pointers (IPs) into uniformly
sized, non-overlapping windows

(2) Assign each interval a signature by hashing each IP into a
bit vector

(3) Compare the signature to previous intervals using a dis-
tance function and a threshold. If a few intervals in a row
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are similar, meaning their distance is below the threshold,
we can say we are in a phase.

As this algorithm relies only on IPs, it is unable to detect data-
dependent changes in behavior. For instance, a program like Spatter
[15] has memory access strides that change based on user settings,
even though the kernel being executed, and thus the stream of IPs,
does not change. This means that this particular phase detection
algorithm would not work well for programs with that behavior.
We’ll discuss potential improvements to phase detection at the end
of the paper in Section 8.

3.3 Stability detection
Armed with phase detection to decompose our program in time,
we now want to create a low-fidelity model for each phase that we
can use in place of the full memory system simulation. However,
we need to decide what data we should use to train such a model.
Furthermore, this is happening online, so we need to make the
decision of when we should stop collecting data from the phase so
that we can switch to the low-fidelity model. Prior work simply
chose the first few intervals of a phase, however, this will not work
in this implementation as the first few intervals of a phase often
have very different behavior as the cache is warming up. For this
work, we develop Stability Detection, which is going to tell us when
the distribution of latencies of memory references has stabilized,
and give us a representative region of that phase.

We will borrow the Ft-Pj-RG method from the world of Monte
Carlo simulation.

3.3.1 Ft-Pj-RG Algorithm. The Ft-Pj-RG algorithm was developed
for use in Monte Carlo simulations, where users want to run many
simulations and wait for some statistic of interest to stabilize, letting
them know they can stop running simulations. We have a similar
situation, where many phases in a program display high variability
in the latency at the beginning of a phase as the cache warms up,
and then get to a steady state. Thus, we will use this algorithm to
help us find when that steady state has begun. We will describe the
high-level aspects below, but readers can find the full algorithm in
the original paper [20].

The algorithm works by creating two consecutive windows of
data, and running a series of statistical tests on them. First an F-test
is run, to test for equal variance of the two windows. If this passes,
a t-test is run to test if the windows have the same mean. Finally, if
this passes, a series of projection tests are run to see if the data in
our windows is predictive of some number of future windows. If
any of tests fail, the algorithm advances the windows, grows them,
and returns to the F-test. Once all tests pass, we declare that we
have found a stable region and use that data to train a low-fidelity
model which we will explain in the next subsection, Section 3.4.

We had to make one change to the algorithm, which was that
our data, the latency of memory accesses, can be quite noisy on a
small scale. Thus, we average together a number of points to form
a single data point that is used as input for this algorithm. How
exactly we chose how many points to aggregate together, as well as
all the other parameters for this algorithm, is explained in Section 5.

3.4 Low-fidelity memory system model
Our low-fidelity model only needs to do one thing: model the la-
tency of a single memory access. Normally, a read or a write would
be sent to the memory system and it would return some time later
to the core. Our model will speed this up by predicting the latency
of the access and immediately scheduling it to arrive at the core
some number of cycles in the future.

For this work, we will evaluate a single low-fidelity model - a
fixed latency model. This means that for every phase in which
the stability detector finds a stable region, we will take the mean
latency of the stable region and use that value as the latency of
all future references in that phase instead of sending them to the
memory system simulator. In practice we can’t set a delay at a finer
granularity than 1 cycle, so for each memory access, we assign it a
latency of ceil(𝑥) with probability 𝑝 ≡ 𝑥 − floor(𝑥)—a value which
always lies in [0, 1)—and otherwise assign it a latency of floor(𝑥)
with probability 𝑞 ≡ 1 − 𝑝 = 1 − 𝑥 + floor(𝑥) = ceil(𝑥) − 𝑥 . The
expected value of the assigned latency is, therefore, 𝑥 , as desired.

3.5 Multifidelity system
Now that we have our components, we can take a look at where they
fit into our simulation, depicted in Figure 4. The first component,
the phase detector, needs access to the instruction pointers, so it
is placed with the core model. While instruction pointers could be
shared with the rest of the system, placing the phase detector here
means that the phase detection algorithm can easily be changed
in the future to one that uses other execution information, such as
the number of branch mispredictions.

Core               

L1

L2

Main
memory

Parrot                                 

Phase
detector

Stability
detector

Low-fi
model

Figure 4: The updated simulation model. We have added the
components in green, which are the phase detector, and the
Parrot, which itself includes the stability detector and the
low-fidelity model.

The other two components are placed within a new component
which we call the Parrot, as this is the component that will try to
mimic the behavior of the memory system with a statistical model2.
Placing the Parrot at the top of the memory hierarchy means it
can observe the memory latency behavior in each phase so that
2To avoid introducing delay to each memory access, the Parrot component is clocked
at twice the frequency of the rest of the simulation.
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the stability detector can determine when it has collected enough
information. Once the stability detector has found a stable region
for a phase, it can create a new low-fidelity model for that phase
and use it to accelerate simulation.

With all of our multifidelity components in place, we are ready
to look at the full multifidelity algorithm.

4 MULTIFIDELITY ALGORITHM
Now that we have phase detection, stability detection, and a low-
fidelity model, we have everything we need for the full algorithm,
save the phase detection and stability detection parameters, which
we will discuss in the following section.

At the beginning of the program, we begin running the phase
detector, which will send messages to the Parrot component when
phases begin and end. The rest of the algorithm can be understood
on a per-phase basis. When a new phase is identified:

(1) Begin running the stability detector after enough data has
been collected

(2) If a stable region is found, create a low-fidelity model and
use that for the rest of the phase and for future invocations
of the phase

(3) If a stable region is not found, wait to collect more data
from the phase

(4) If the phase ends before a stable region is found, give up on
searching for a stable region for that phase

This algorithm is online, as phases and stable regions are identi-
fied during simulation, and low-fidelity models are used whenever
possible. While there are scenarios where stability won’t be found,
meaning we can’t use our low-fidelity model, this is by design,
as it prevents us from using the simpler models where they are
not appropriate; we only want to speed up the areas of execution
displaying behavior which can be faithfully represented by our
fixed-latency model.

One aspect we have avoided so far is the selection of the param-
eters for the phase and stability detector, but we will discuss those
next.

5 PHASE AND STABILITY PARAMETER
SELECTION

As the phase and stability detectors are both parameterized, we need
a way to choose appropriate settings. Ideally, we would find a single
setting that worked well for any combination of benchmarks and
architectures or a way to adjust these parameters online, but that is
beyond the scope of this work and is left as an open problem. For this
study, we have collected data from regular runs of the simulator
(with no multifidelity behavior enabled) and run it through an
offline optimization procedure so that we can determine appropriate
settings for these parameters. For our purposes, we will adjust three
of the phase detection parameters and five of the stability detection
parameters. See tables 1 and 2 respectively. We ignore the majority
of the Ft-Pj-RG parameters in our search as the authors of the
method note that the projection test is the most domain-dependent
aspect of the algorithm. The default values are used for the F- and
t-tests, and are listed in the original paper on the technique. For
the rest of this section, an assignment of values to those eight
parameters will be referred to as a design point.

Parameter Explanation

stable_min The number of consecutive similar phases
needed to declare a new phase

threshold The maximum distance between two signa-
tures to consider them similar

interval_len The number of instructions in an interval
Table 1: Phase detection parameters

Parameter Explanation

summarize The number of latencies averaged together
to form a single data point

window_start The initial size of a window. This changes
throughout the algorithm.

proj_dist How far out the projection test looks
proj_delta How close the projection must be to the real

point for a test success
p_j How many projection tests must succeed for

the test to pass
Table 2: Stability detection parameters

The primary focus of our evaluation will be on the PolyBench
benchmark suite [13], so we will explain the parameter search with
those benchmarks in mind, although this process was repeated
for the other benchmark suites as well. PolyBench was chosen as
it contains a large number of simple kernels which are easy to
simulate and have easily understood phases, as the code is quite
short. Thus, the latency plots in Figure 6 that we will look at later
can be interpreted much more easily. The length of the kernels
also makes running numerous simulations easier. They do limit us,
however, to single-threaded experiments.

To begin, we collected 5 traces of each of the 30 benchmarks run
on the medium inputs in PolyBench. Multiple traces are required
as Ariel grabs the traces from running programs, so each is slightly
different. Using multiple traces of each benchmark allows us to
ensure we choose parameters that are robust to small changes in
the input. We collect both the instruction pointer (IP) for every
access, as this is needed by the phase detector, and the latency of
each access, as this is needed by the stability detector and by our
low-fidelity model.

It would take prohibitively long to run many settings of our
multifidelity model, so we need a way to estimate the performance
of each design point offline. We are concerned two different metrics
in this work: speedup and accuracy. To achieve speedup, we will
want our phase detector and stability detector to quickly produce
stable regions so that we may begin using low-fidelity models early
in the program. To achieve accuracy, we want our detectors to give
us good quality stable regions that match closely with the behavior
of the rest of the phase. As such, we developed two metrics to
estimate these values from the recorded traces for a given design
point.
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5.1 Estimating Speedup
We can estimate speedup by looking at the amount of time we
could potentially spend in low-fidelity models given how much
time we spend in phases after stable regions have been identified.
We collected memory traces for the PolyBench benchmarks and
estimated speedup of a single trace as follows:

Speedupest =
𝐿∑

𝑖∈phases (𝑙𝑖 − 𝑠𝑖 )
where 𝐿 is the length of the trace, 𝑙𝑖 is the length of phase 𝑖 and 𝑠𝑖

is how long it takes to find a stable region for phase 𝑖 . 𝑠𝑖 is less than
or equal to 𝑙𝑖 . This means that a configuration that spends more
time in a phases where stability is quickly identified will have a
higher estimated speedup. Were this our only metric, we would end
up with configurations that have loose requirements for interval
similarity and stability detection, but not necessarily configurations
that give us good stable regions. Thus, we have an accuracy metric
as well.

5.2 Estimating Error
We can estimate the error of a configuration by calculating how
similar the stable regions identified are to the rest of the phases
they come from. As our low-fidelity model predicts the latencies
based on the mean latency of the stable region, we compare the
mean of the stable region to the mean of the entire phase to judge
accuracy. Formally, the estimated error of a configuration is:

Errorest =
∑︁

𝑖∈phases

𝑥𝑖 − 𝑥𝑖

𝑥𝑖
∗ 𝑙𝑖 − 𝑠𝑖

𝐿

where 𝐿 is the trace length, 𝑙𝑖 is the length of phase 𝑖 , 𝑠𝑖 is how
long it takes to find the stable region in 𝑖 , 𝑥𝑖 is the mean latency of
phase 𝑖 , 𝑥 is the mean latency of stable region 𝑖 if it has one, or 𝑥𝑖
otherwise. This essentially average percent error for between the
mean latency of each stable region and the phase phase it comes
from, weighted by time spent in that phase after the stable region
is identified. A perfect score is 1. 3 Were we to use this criteria
in isolation, we would end up with configurations that essentially
never detect stability, as there will always be some amount of error
when deciding to pick a stable region. Thus, we must optimize for
both metrics simultaneously.

5.3 Parameter space exploration
We swept over roughly 6.6 million parameter combinations, as
shown in Table 3. Each combination was evaluated on each of the
5 traces of each of the 30 benchmarks. To choose a single config-
uration to use in the multifidelity simulations, one option would
be to combine the scores for the benchmarks, weighting them
appropriately based on the length of each. However, this led to
configurations which were somewhat fragile, meaning they would
find a stable region for some runs of a benchmark, and sometimes
they would not. Thus, we chose a different strategy.

To pick a single configuration, we first down selected by looking
only at settings we deemed robust, meaning that if they produced
3The weights (second multiplicand) will not sum to one. This is fine because inter-
vals simulated in high-fidelity, i.e. intervals belonging to stable regions or intervals
belonging to no phase, have zero error.

multifidelity behavior in some benchmark on one trace, they pro-
duced multifidelity behavior for that benchmark for all five traces.
Here, producing multifidelity behavior means that the configuration
identified at least a single stable region in some phase. Then, we
selected only configurations which estimated less than 2% error,
and picked the one with the highest predicted speedup for each
benchmark. We found that when looking at the configurations we
were left with, there was a small range of values for each parameter.
For parameters with more than one value at this point, we picked
the one that worked well for the most benchmarks.

In Figure 5, you can see the entire parameter space we needed to
select from. Each plot shows the configurations for each benchmark,
with estimated speedup on the x-axis and estimated error on the
y-axis. Thus, the bottom right corner is most optimal. The red dots
show the Pareto optimal points. We can see that some benchmarks
with very simple behavior such as 2mm are very easy to optimize for
as we can get very close to the bottom right of the plot. However,
for others such as durbin, it can be difficult to decide what the best
trade-off between accuracy and speedup is. Examining the latency
trace in Figure 6 for this plot shows that the latency is not stable,
and thus our fixed-latency model is not a good fit so the only way
to get better accuracy is to use more restrictive stability detection
parameters, which limits speedup. Refining and automating this
procedure is left to future work.

In Figure 6, you can see the output of the phase detector for
each benchmark for the configuration we selected. We see that a
number of benchmarks have a single phase, but that there is often
complex behavior within those phases, that may not work well
for our model. This is what the stability detector aims to correct
for. Some benchmarks have seemingly simple behavior but end up
with very short fine-grained phases that don’t work well with the
stability detector such as jacobi2d and lu.

This method of choosing parameters relies on some simulations
run in full-detail. In Section 7, we will describe when we had to re-
peat this technique and when we found we could share parameters
between simulator configurations. In the future, we hope to sim-
plify this process so that full-detail simulations are not required. We
also expect that these benchmarks will experience better speedup
with a more advanced technique, which will discuss in Section 8.

Parameter Explanation

stable_min [3, 4, 5]
threshold [0.5, 0.6, 0.65]
interval_len [10,000, 50,000, 100,000]

summarize [20, 25, 50, 75, 100]
window_start [1000, 1500, 2000]
proj_dist [5, 10, 15, 20]
proj_delta [0.25, 0.5, 1.0, 2.0, 2.5, 3.0]
p_j [4, 6, 8, 10]

Table 3: Parameter search space. The configuration chosen
for multifidelity PolyBench simulations is shown in bold.
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6 EXPERIMENTAL DESIGN
In our evaluation, we are interested in two metrics, error and
speedup. Error will be measured by the percent error in the simu-
lated instructions per cycle (IPC), as this is a metric that is not lost
when we replace the detailed memory simulation with our low-
fidelity model, as opposed to something like the number of cache
hits. We will be comparing multifidelity simulations with normal
simulations, which is just the same simulator configuration with
no phase detection or Parrot component. While our simulations are
traced-based, we will see in this section that the traces are gener-
ated from running programs by the Ariel component. This means
that each trace is a little bit different, so the simulated IPC for each
program is a random variable. Thus, both normal and multifidelity
runs have to be repeated to get bounds on the simulated IPC. Let us
now take a closer look at the configuration of the simulated system.

6.1 SST Components
The overall structure of our simulator was described in Section 3.5.
We have implemented this system in the Structural Simulation
Toolkit (SST) [25], which is a collection of simulation components
and interfaces, so we must decide which models we use and how
they are connected together. Table 4 lists all the parameters we
used for our simulation components.

6.1.1 Core model. We use Ariel as our core model, which is a
Pin-based trace-driven model. Pin is a binary instrumentation tool
which allows users to inspect and modify executing binaries [18].
Ariel uses Pin to collect the memory references of running pro-
grams and send those references to simulated cores, which then
pass them on to the memory system simulator. Ariel’s core model is
very simple; it does not track dependencies between instructions, it
only keeps track of howmany outstanding references there are, and
issues a maximum number of references per cycle. It is primarily
used as a lightweight frontend for memory simulators. For all the
experiments in this paper, Ariel will be scoped to only collect mem-
ory references for the kernel under study, which greatly reduced
variability between runs.

6.1.2 Caches. We use the standard cache model for our simulation,
which is memHierarchy.Cache.

6.1.3 Main memory. For main memory, we use SST’s memory
controller memHierarchy.MemController, which connects to a
backend to provide detailed timing simulation for different types
of DRAM. For the backend, our default will be DRAMSim3 [17],
but we will also run experiments with a simpler simulator that is
included with SST, memHierarchy.timingDRAM. DRAMSim3 sup-
ports a number of different DRAM models, so we picked the 8GiB
HBM2 model for our experiments as it is a modern technology. This
model is referred to by DRAMSim3 as HBM2_8Gb_x128.ini. For
the timingDRAM experiments, we used the default settings with a
size of 8GiB.

6.2 Host system
Our experiments were conducted on a server with an Intel Xeon
Gold 6338, a 32-core, 64-thread processor built on the Ice Lake
architecture with 512 GB of RAM. SST runs in a single process and

Component Parameter Value

Core Cores 1
Outstanding transactions 16
Frequency 2.0 GHz
Issue rate 1

L1 Cache Frequency 2.0 GHz
Size 32 KiB
Line size 64 bytes
Access latency 2 cycles
Coherence MESI
Replacement LRU
Associativity 4
Banks 8

L2 Cache Frequency 1.0 GHz
Size 1 MiB
Line size 64 bytes
Access latency 20 cycles
MSHR latency 5 cycles
Coherence MESI
Replacement LRU
Associativity 4
Banks 8

Main Memory Size 8GiB

Parrot Frequency 4.0 GHz
Table 4: Simulator parameters. Neither cache uses prefetch-
ing. All links have a latency of 100ps, except those connecting
the Parrot component which have a latency of 50ps.

the traced program runs in a separate process. Thus, the two can run
in parallel, but SST still spends a lot of time waiting for instructions
to be available from the traced process. However, as our work only
concerns the memory system simulation, that parallelism will not
affect our timings.

6.3 Benchmarks
The first benchmark suite we will look at is PolyBench, a set of
30 simple kernels used by compiler writers for the evaluation of
polyhedral optimizations [13]. They are useful for evaluating phase
detection as they display a variety of phase behaviors, which pro-
vides additional variability for our system to detect and evaluate
when it should and should not use a low-fidelity model.

Before we run our benchmarks, we will take a look at how well
we can expect to do, given our simulator design and our fixed-
latency low-fidelity model.

6.4 Potential speedup
As our model only affects the memory system, the speedup we can
achieve is limited by howmuch time our simulation actually spends
in the cache and main memory models.

We ran each benchmark in the original simulator without any of
the multifidelity components. Each was run for a maximum of 100
simulated milliseconds. We were able to trace the amount of time
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spent in each SST component with their built-in profiler. If SST-
Core is compiled with --enable-profile, then each component
can be timed when invoking sst.

For these runs, Table 5 shows how much time is spent in the core
model and in the memory system simulation. A simple Amdahl’s
law calculation shows us that in the best case, we can achieve an
average speedup of 2.58 speedup for the entire benchmark suite.
While not shown in this chart, there is some overhead imposed
by the Parrot component. Taking this into account, the maximum
possible speedup we can achieve with the current Parrot implemen-
tation is 2.17. The data for individual benchmarks is included in
Table 5.

benchmark tAriel tmemH tParrot MPS A-MPS
2mm 2418.17 4007.74 465.62 2.66 2.23
3mm 2125.32 3604.09 417.44 2.70 2.25
adi 1489.42 2260.56 275.69 2.52 2.12
atax 71.03 109.22 13.80 2.54 2.12
bicg 69.43 100.47 13.11 2.45 2.06
cholesky 1296.58 1742.86 236.74 2.34 1.98
correlation 1877.55 3278.77 334.69 2.75 2.33
covariance 1852.30 3196.09 325.89 2.73 2.32
deriche 800.28 1182.60 142.24 2.48 2.10
doitgen 1944.98 2904.72 355.72 2.49 2.11
durbin 34.00 58.04 7.05 2.71 2.24
fdtd-2d 1578.39 2296.50 296.15 2.45 2.07
floyd-warshall 2259.06 3122.27 430.24 2.38 2.00
gemm 2132.90 2695.64 384.02 2.26 1.92
gemver 132.38 209.96 25.96 2.59 2.16
gesummv 26.05 39.97 5.02 2.53 2.12
gramschmidt 1739.03 3300.87 330.91 2.90 2.43
heat-3d 1295.96 1550.21 217.31 2.20 1.88
jacobi-1d 18.99 28.18 3.53 2.48 2.09
jacobi-2d 2144.12 3135.47 415.04 2.46 2.06
lu 1300.37 2196.92 250.44 2.69 2.26
ludcmp 1551.79 2854.33 304.74 2.84 2.37
mvt 72.94 125.01 14.53 2.71 2.26
nussinov 2327.72 3796.01 450.41 2.63 2.20
seidel-2d 1308.19 1797.04 246.35 2.37 2.00
symm 1690.12 3023.76 331.05 2.79 2.33
syr2k 1619.18 2855.17 314.99 2.76 2.31
syrk 1626.11 2702.28 308.13 2.66 2.24
trisolv 18.10 28.98 3.55 2.60 2.17
trmm 1372.07 2554.15 262.74 2.86 2.40
Mean 1273.08 2025.26 239.44 2.58 2.17

Table 5: Maximum potential speedup of multifidelity mem-
ory system simulation. PolyBench medium inputs simulated
for a maximum of 100ms. The time spend in the core, the
memory system, and the Parrot are given in seconds. MPS
is the maximum potential speedup without considering the
overhead imposed by the Parrot, and A-MPS is the adjusted
maximum given the current Parrot implementation.

6.5 Accuracy estimates
Before we begin, we want to ensure that we are improving on sim-
pler methods. For this, wewill compare against a theoretical method
that knows the mean memory latency access for the program before

it begins, and uses that as the low-fidelity for the entire simulation,
with no detailed memory simulation whatsoever. We will calcu-
late how much error we expect from such a method by examining
traces collected from our simulation instead of implementing this
technique.

To create an error number for this theoretical fixed-latency
method, we calculate the mean absolute percent error, or MAPE, as
follows:

MAPEfixed =

𝑁∑︁
𝑖=1

����𝑥 − 𝑙𝑖

𝑥

���� ∗ 100
𝑁

where 𝑥 is the mean latency for the program, 𝑙𝑖 is the latency
of access 𝑖 , and 𝑁 is the number of accesses in the program. To
calculate an error number for our multifidelity simulation, we use a
trace from a regular simulation, but we calculate what phases and
stable regions would be identified by using the same parameters as
we have chosen for multifidelity simulation. We then calculate a
MAPE value for each phase by comparing the mean of the stable
region to the accesses after the stable region, as these are the only
accesses that would use that value in a multifidelity simulation. The
rest of the values have zero error, as they would be run through
the actual memory system simulator. As you can see in Table 6, we
improve upon the error in the vast majority of cases. Importantly,
even though our approach has less information, it is able to improve
upon the error by better matching the dynamic behavior of the
program under study. These error numbers may look large, but we
will see in the next section that we still achieve high accuracy in
the overall IPC of the simulation. A number of benchmarks have
zero estimated error, meaning they are not predicted to have any
stable regions that we can create low-fidelitymodels from.

7 RESULTS
We ran experiments on the PolyBench benchmark suite as well as
matrix multiply and Spatter. The results are summarized at the end
of this section in Table 7.

7.1 PolyBench
Our first three experiments were conducted with the 30 benchmarks
in PolyBench. We ran each benchmark 5 times with and without
the multifidelity components enabled.

7.1.1 Initial experiments. Using the methodology described in Sec-
tion 5.2, we selected parameters for phase detector and stability
detector. Thus, we used the five normal runs of the benchmarks to
find suitable parameters for the multifidelity runs. The error and
speedup results are in Figure 7. As we can see from the speedup
plots, 16 of the benchmarks did not speedup, as the stability detector
did not find any stable regions to create low-fidelity models from.
Thus, the overall average speedup is limited to 1.46 for this set of
experiments. We do, however, achieve a high degree of accuracy,
with a MAPE of only 1.98% in the simulated IPC. The numeric
values of these plots can be seen Table 8 in Appendix B.

7.1.2 System modifications. We wished to examine the generality
of the parameters we had found in the first set of experiments, so
we change our model in two different ways: changing the issue
rate of the core and changing the DRAM model. When changing
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Figure 7: Accuracy and speedup results for PolyBench with a core issue rate of 1 (top and bottom, respectively). The red dashes
in the accuracy plot represent the minimum and maximum of the five runs, and the bar itself is the mean. In the speedup plot,
the red line is at 1; benchmarks near this line did not undergo multifidelity behavior.

the issue rate of the core, we found that while the variability of the
multifidelity runs increased, we still achieve a comparable speedup
of 1.47 and MAPE of 4.67% in the IPC.

We also examined changing the model of the DRAM from the
HBM2 model from DRAMSim3 to the timingDRAMmodel included
with SST while retaining our original single issue core. Overall, this
led to a 8% average difference in the IPC of the normal simulations,
so the effect of the DRAM model is considerable. We found that we
achieved slightly better average speedup in this case, at 1.59, likely
due to the fact that SST is able to disable the timingDRAM’s clock
when it is not in use, which is not true of the DRAMSim3 backend.
The MAPE of the IPC for these runs is 1.50.

The full results for these two experiments are in Tables 9 and 10
in Appendix B.

7.2 Other benchmarks
To demonstrate the usage of multifidelity simulation for microar-
chitectural studies, we perform a matrix multiply cache blocking
study and take a look at the Spatter uniform stride inputs.

7.2.1 Matrix multiply. To continue our evaluation, we wished to
examine how the method would work for the purposes of a microar-
chitectural study, such as examining the effect of cache blocking
on the overall IPC. We ran a basic matrix multiply (𝐴 = 𝐵 ∗ 𝐶)
on 180x180 matrices with varying block sizes. We re-ran the op-
timization procedure to find new settings for the phase detector
and the stability detector. Due to the simplicity of the behavior, we
found that a looser constraint on the projection test in the stability

detector allowed for slightly more speedup. The optimal phase de-
tection parameters remained unchanged. The experiments achieved
an average speedup of nearly 2x and very low error of only 0.78%.
However, we found that even with the small error, our multifidelity
simulations produced an IPC curve that was too noisy to estimate
the optimal block size from. We believe that this architecture was
not ideal for demonstrating the usage of matrix blocking as the per-
formance of different block sizes was very tightly grouped. Thus,
we also examined a benchmark which better demonstrated the
performance aspects of this architecture.

7.2.2 Spatter. Our final evaluation is on the uniform stride bench-
mark suite from Spatter. Spatter is an irregular memory access
benchmark that can be configured to run many different memory
access patterns, either created by hand or generated from traces of
other benchmarks [15]. For our purposes, we will use only a simple
input, the uniform stride gather input. The uniform stride pattern
is quite simple: a stride-1 gather is akin to STREAM [19], reading
every element of an array, except it only performs reads, not writes.
A stride-N gather will read every Nth element of an array. An ele-
ment here is an 8 byte double. Each kernel will perform a total of
128,000 reads.

We ran strides 1 through 8, and achieved an average error of
2.45% with a speedup of 1.33. In Figure 8, we see that except for
an issue with the stride-1 simulation, we faithfully represent the
slope of the regular simulations. The modest speedup is due to the
fact that the Spatter runs are quite short and so we do not spend as
much time using the low-fidelity model. Limitations in the current
implementation of the benchmark prevented us from extending
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Benchmark MAPE𝑓 𝑖𝑥𝑒𝑑 MAPE𝑚𝑓

2mm 59.62 55.75
3mm 60.86 65.81
adi 86.89 0.00
atax 63.57 0.00
bicg 79.63 0.00
cholesky 9.13 7.67
correlation 99.25 94.14
covariance 99.21 90.66
deriche 97.97 0.00
doitgen 36.83 34.84
durbin 25.89 14.03
fdtd-2d 75.49 0.00
floyd-warshall 11.47 7.20
gemm 9.48 7.84
gemver 72.56 0.00
gesummv 77.54 0.00
gramschmidt 101.35 96.18
heat-3d 10.61 16.57
jacobi-1d 26.36 20.02
jacobi-2d 20.35 17.95
lu 54.37 13.82
ludcmp 77.02 5.25
mvt 85.14 0.00
nussinov 51.10 0.00
seidel-2d 37.02 0.00
symm 68.11 63.24
syr2k 74.93 69.19
syrk 50.94 11.53
trisolv 95.65 0.00
trmm 100.03 97.86

Table 6: Estimated dynamic error for each of the PolyBench
benchmarks. The MAPE𝑓 𝑖𝑥𝑒𝑑 column represnts the mean
error for each reference if we knew the mean latency for the
program ahead of time. MAPE𝑚𝑓 represents an estimated
error for our multifidelity runs.

Experiment MAPE Speedup
single-issue 1.96% 1.46
double-issue 4.49% 1.47
timingDRAM 1.50% 1.59
Matrix multiply 0.78% 1.98
Spatter 2.45% 1.33

Table 7: Summary of results from Section 7. MAPE is the
mean absolute percent error in the IPC between normal and
multifidelity runs.

these runs, but for a longer running pattern they can achieve the
same speedup we saw with matrix multiply. The interesting take-
away is that even though Spatter is an input-dependent program,
we are able to automatically create models that reflect this behavior,
without needing to do any analysis on how program input affects
the simulated behavior.

1 2 3 4 5 6 7 8
Stride

0.56
0.58
0.60
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0.68

IP
C

Normal
MF

Figure 8: Spatter experiment results. On the x-axis, is the
stride of the memory access pattern, and simulated IPC is on
the y-axis. The overall mean error is 2.45%.

8 DISCUSSION AND FUTUREWORK
In this work, we presented 3 contributions: (1) a novel addition to
the multifidelity algorithm, stability detection, (2) an implementa-
tion of components that can be re-used in other SST simulations,
the phase detector and Parrot components, and (3) a new appli-
cation of multifidelity methods to the memory system. We found
that while the algorithm, in its current state can achieve reasonable
speedup on a number of benchmarks, the overall speedup is limited
by benchmarks that we could not identify stable regions for with
our stability detector. While we could have used more lenient sta-
bility detection parameters, we chose parameters that we estimated
would keep the error around 2%. We found that while this level
of accuracy was useful in the simulation of Spatter, it may be too
high for some studies, as we found with matrix multiply. Thus, we
believe that our technique is most useful in contexts where users
would want an automated, simpler model, such as in the case of
large-scale simulation or in co-design studies.

The area of multifidelity computer architecture simulation is
new, meaning there are plenty of places to explore improvements,
both in the accuracy of the technique and the possible speedup.

8.1 Accuracy
A limitation of the work in its current state is its inability to produce
error bars on the accuracy of the simulation without knowledge of
the ground truth. This limits its ability to fully replace traditional,
non-multifidelity simulation. We believe there are two promising
avenues to address this: statistical sampling and changes to the
phase detection algorithm.

As we mentioned in Section 2, some approaches use statistical
sampling to produce error bars on the final IPC. This technique
could be combined with a multifidelity algorithm to apply sampling
per-phase. The combination of the two would give us the ability to
detect complex phases and keep them from being simulated in low-
fidelity, potentially improving the accuracy of sampled simulation.

The other approach would be to change the phase detector to
use signals more closely aligned with the behavior under study.
For example, if the phase detector had locality information, then a
phase change would indicate that a new low-fidelity memory model
should be trained, as the old one is likely now incorrect. In our study,
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we used the instruction pointer working set, so we were unable to
detect these changes in programs where kernel behavior changes
throughout, but we corrected for it with the stability detector. A
stronger phase detector may obviate the need for stability detection
altogether.

8.2 Speedup
Our technique will benefit as more simulators are integrated into
the SST ecosystem. As more models become available, we will be
able to use the techniques discussed here to choose when it may
make sense to switch between them during simulation to get the
speedup of the faster model while maintaining high accuracy. For
example, while we used DRAMSim3 in this paper, there are other
simulators such as DRAMSys4.0 that act as other levels of fidelity
for the DRAM [9, 26]. However, there are other bottlenecks we
must consider than the models themselves.

As we noted in Section 6, the maximum potential speedupwe can
achieve with a multifidelity memory system is around 2.5x, as we
are bottlenecked by waiting on Ariel to generate traces. Thus, work
on creating a multifidelity trace generation model has the potential
to speed up simulation further. This would require researchers to
find a way to disable and re-enable tracing, allowing the native
program to run at full speed while the simulation used its own
memory reference generator. Such a generator may use statistical
techniques to create a simplified memory stream, such as a Spatter
pattern.

Even with an accelerated memory reference generator, there will
still be a fundamental bottleneck of needing to do something with
every single instruction. To achieve an order of magnitude speedup,
it may be necessary to introduce even simpler models, perhaps
where sections are not simulated in anyway, but where statistics are
re-used from previous executions of those regions. This is similar to
how 𝐵2Sim and SimPoint work, as mentioned in Section 2. It would
also sense to use our multifidelity memory system in conjunction
with other simulation acceleration techniques, such as Pinballs [23]
or statistical sampling.

We also believe this work can extend naturally to the world of
network simulation. Networks already have a number of models
available for them, such as models that incorporate congestion, or
those that only model the number of hops each packet takes. A
multifidelity network model could detect when the simpler model
would be useful and switch between in response to network behav-
ior, giving researchers the benefit of a faster model without needing
to characterize network traffic themselves.

8.3 Conclusions
With further research into multifidelity simulations, we believe
they will become an important part of continuing to scale com-
puter system simulations. Currently, researchers must perform
time consuming studies for each program they are interested in
to characterize the node-level and network-level behavior, which
limits the number of experiments that can be simulated. Multifi-
delity algorithms automate the process of creating faster models,
meaning they will be vital in enabling us to simulate tomorrow’s
supercomptuers.
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A AVAILABILITY
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com/plavin/multifidelity/releases/tag/memsys23.

B EXPERIMENT DATA

Benchmark IPCtrue IPCmf Pct. Error Speedup
2mm 0.86 ± 0.03 0.87 ± 0.03 -1.04 2.18
3mm 0.85 ± 0.03 0.88 ± 0.03 -2.91 0.96
adi 0.88 ± 0.01 0.86 ± 0.01 2.27 0.99
atax 0.76 ± 0.01 0.76 ± 0.01 -0.11 0.97
bicg 0.75 ± 0.01 0.75 ± 0.01 -0.22 0.98
cholesky 0.76 ± 0.01 0.75 ± 0.01 0.75 1.00
correlation 0.86 ± 0.02 0.90 ± 0.02 -3.60 2.33
covariance 0.86 ± 0.01 0.88 ± 0.01 -1.73 1.99
deriche 0.85 ± 0.01 0.84 ± 0.01 1.81 1.01
doitgen 0.86 ± 0.02 0.88 ± 0.02 -2.32 1.99
durbin 0.67 ± 0.00 0.65 ± 0.00 1.71 0.98
fdtd-2d 0.87 ± 0.01 0.85 ± 0.01 1.90 1.00
floyd-warshall 0.84 ± 0.03 0.87 ± 0.03 -2.54 1.86
gemm 0.84 ± 0.02 0.88 ± 0.02 -4.68 1.94
gemver 0.83 ± 0.01 0.83 ± 0.01 0.41 0.97
gesummv 0.61 ± 0.00 0.61 ± 0.00 0.96 0.97
gramschmidt 0.86 ± 0.03 0.88 ± 0.03 -2.74 2.29
heat-3d 0.91 ± 0.01 0.90 ± 0.01 0.93 1.70
jacobi-1d 0.57 ± 0.00 0.56 ± 0.00 1.51 0.97
jacobi-2d 0.85 ± 0.03 0.87 ± 0.03 -2.49 2.02
lu 0.76 ± 0.01 0.73 ± 0.01 3.97 1.01
ludcmp 0.75 ± 0.01 0.76 ± 0.01 -1.40 1.83
mvt 0.78 ± 0.01 0.78 ± 0.01 -0.13 0.97
nussinov 0.86 ± 0.03 0.88 ± 0.03 -3.04 0.94
seidel-2d 0.89 ± 0.01 0.86 ± 0.01 3.31 0.99
symm 0.87 ± 0.01 0.88 ± 0.01 -1.33 2.14
syr2k 0.88 ± 0.01 0.90 ± 0.01 -2.25 2.13
syrk 0.88 ± 0.01 0.87 ± 0.01 0.41 1.36
trisolv 0.57 ± 0.00 0.56 ± 0.00 1.94 0.96
trmm 0.86 ± 0.02 0.90 ± 0.02 -4.32 2.32
Mean 1.96 1.46

Table 8: Single issue experiment results, averaged over 5 runs.
Runs in red experienced no multifidelity behavior.

Benchmark IPCtrue IPCmf Pct. Error Speedup
2mm 1.63 ± 0.01 1.66 ± 0.01 -1.54 2.01
3mm 1.64 ± 0.01 1.74 ± 0.01 -5.90 0.99
adi 1.60 ± 0.02 1.63 ± 0.02 -1.84 1.03
atax 1.27 ± 0.01 1.31 ± 0.01 -3.38 0.99
bicg 1.22 ± 0.02 1.28 ± 0.02 -4.71 1.00
cholesky 1.44 ± 0.02 1.48 ± 0.02 -2.65 1.01
correlation 1.61 ± 0.03 1.75 ± 0.03 -8.10 2.47
covariance 1.64 ± 0.03 1.49 ± 0.03 10.15 2.77
deriche 1.49 ± 0.02 1.55 ± 0.02 -3.38 1.03
doitgen 1.63 ± 0.02 1.73 ± 0.02 -5.67 2.25
durbin 1.00 ± 0.02 1.08 ± 0.02 -6.79 0.99
fdtd-2d 1.59 ± 0.02 1.62 ± 0.02 -2.24 1.02
floyd-warshall 1.64 ± 0.03 1.63 ± 0.03 1.02 1.25
gemm 1.60 ± 0.02 1.59 ± 0.02 0.62 2.09
gemver 1.45 ± 0.01 1.51 ± 0.01 -4.14 1.01
gesummv 0.87 ± 0.02 0.94 ± 0.02 -7.60 0.98
gramschmidt 1.61 ± 0.01 1.73 ± 0.01 -6.95 2.45
heat-3d 1.72 ± 0.03 1.70 ± 0.03 0.97 1.38
jacobi-1d 0.78 ± 0.02 0.84 ± 0.02 -6.89 1.00
jacobi-2d 1.64 ± 0.04 1.74 ± 0.04 -5.98 2.15
lu 1.45 ± 0.02 1.47 ± 0.02 -1.20 1.03
ludcmp 1.42 ± 0.02 1.46 ± 0.02 -3.08 1.02
mvt 1.32 ± 0.01 1.38 ± 0.01 -4.45 0.99
nussinov 1.64 ± 0.03 1.77 ± 0.03 -7.55 0.97
seidel-2d 1.67 ± 0.01 1.74 ± 0.01 -4.10 1.26
symm 1.65 ± 0.02 1.69 ± 0.02 -2.00 2.29
syr2k 1.68 ± 0.03 1.64 ± 0.03 2.48 2.26
syrk 1.65 ± 0.03 1.75 ± 0.03 -5.85 1.02
trisolv 0.79 ± 0.02 0.85 ± 0.02 -7.19 0.98
trmm 1.67 ± 0.03 1.58 ± 0.03 6.27 2.54
Mean 4.49 1.47

Table 9: Double issue experiment results
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Benchmark IPCtrue IPCmf Pct. Error Speedup
2mm 0.90 ± 0.00 0.88 ± 0.00 1.87 2.39
3mm 0.89 ± 0.00 0.92 ± 0.00 -3.33 0.97
adi 0.90 ± 0.00 0.90 ± 0.00 0.19 1.01
atax 0.68 ± 0.01 0.69 ± 0.01 -1.43 0.97
bicg 0.67 ± 0.00 0.68 ± 0.00 -0.98 0.97
cholesky 0.64 ± 0.00 0.63 ± 0.00 1.31 1.01
correlation 0.89 ± 0.01 0.91 ± 0.01 -2.36 2.37
covariance 0.89 ± 0.00 0.90 ± 0.00 -1.20 2.16
deriche 0.87 ± 0.00 0.88 ± 0.00 -0.94 1.43
doitgen 0.89 ± 0.00 0.90 ± 0.00 -1.05 2.17
durbin 0.52 ± 0.01 0.53 ± 0.01 -2.03 0.96
fdtd-2d 0.90 ± 0.00 0.90 ± 0.00 0.22 1.00
floyd-warshall 0.89 ± 0.00 0.89 ± 0.00 -0.43 2.12
gemm 0.89 ± 0.00 0.89 ± 0.00 -0.80 2.07
gemver 0.80 ± 0.00 0.78 ± 0.00 2.00 1.13
gesummv 0.47 ± 0.00 0.48 ± 0.00 -3.27 0.97
gramschmidt 0.89 ± 0.00 0.91 ± 0.00 -1.50 2.34
heat-3d 0.91 ± 0.00 0.92 ± 0.00 -0.88 1.90
jacobi-1d 0.41 ± 0.00 0.40 ± 0.00 2.09 0.96
jacobi-2d 0.89 ± 0.00 0.90 ± 0.00 -1.05 2.21
lu 0.64 ± 0.01 0.62 ± 0.01 2.40 1.03
ludcmp 0.63 ± 0.00 0.64 ± 0.00 -1.28 1.24
mvt 0.72 ± 0.00 0.71 ± 0.00 0.53 1.11
nussinov 0.89 ± 0.01 0.92 ± 0.01 -2.89 0.97
seidel-2d 0.91 ± 0.00 0.92 ± 0.00 -1.15 2.17
symm 0.90 ± 0.00 0.91 ± 0.00 -1.11 2.26
syr2k 0.90 ± 0.00 0.91 ± 0.00 -1.24 1.98
syrk 0.90 ± 0.00 0.92 ± 0.00 -1.82 2.38
trisolv 0.42 ± 0.00 0.42 ± 0.00 1.69 0.97
trmm 0.89 ± 0.00 0.91 ± 0.00 -2.04 2.44
Mean 1.50 1.59

Table 10: TimingDRAM experiment results

Block size IPCtrue IPCmf Pct. Error Speedup
1 0.88 ± 0.01 0.88 ± 0.01 -0.12 2.26
2 0.88 ± 0.00 0.88 ± 0.00 -0.25 2.13
3 0.88 ± 0.00 0.89 ± 0.00 -1.10 2.09
4 0.87 ± 0.01 0.89 ± 0.01 -1.68 2.09
5 0.88 ± 0.00 0.89 ± 0.00 -0.75 2.07
6 0.88 ± 0.00 0.89 ± 0.00 -0.96 2.02
9 0.88 ± 0.00 0.89 ± 0.00 -0.81 1.99
10 0.88 ± 0.00 0.88 ± 0.00 -0.51 1.96
12 0.88 ± 0.00 0.89 ± 0.00 -0.76 1.94
15 0.88 ± 0.00 0.88 ± 0.00 -0.01 1.95
18 0.88 ± 0.01 0.87 ± 0.01 1.18 1.88
20 0.88 ± 0.01 0.88 ± 0.01 -0.43 1.92
30 0.88 ± 0.01 0.88 ± 0.01 -0.34 1.86
36 0.87 ± 0.01 0.87 ± 0.01 1.09 1.92
45 0.88 ± 0.00 0.91 ± 0.00 -3.01 1.05
60 0.88 ± 0.00 0.89 ± 0.00 -0.20 2.16
90 0.89 ± 0.00 0.89 ± 0.00 -0.06 2.35
Mean 0.78 1.98

Table 11: Matrix multiply experiment results

Stride IPCtrue IPCmf Pct. Error Speedup
1 0.62 ± 0.00 0.61 ± 0.00 1.80 1.46
2 0.62 ± 0.00 0.62 ± 0.00 -0.42 1.00
3 0.61 ± 0.00 0.60 ± 0.00 1.02 1.38
4 0.61 ± 0.00 0.61 ± 0.00 0.74 0.99
5 0.59 ± 0.00 0.53 ± 0.00 11.90 1.46
6 0.60 ± 0.00 0.59 ± 0.00 2.21 1.51
7 0.58 ± 0.00 0.58 ± 0.00 -0.04 1.35
8 0.58 ± 0.00 0.58 ± 0.00 1.49 1.46
Mean 2.45 1.33

Table 12: Spatter experiment results
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